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Despite license plates proclaiming it as the “dairy state,” 
Wisconsin is the top cranberry producing state in the nation. Cranberry 
operations are unique in that they are agricultural operations that 
require vast quantities of water. Water discharged to lakes, wetlands, 
and rivers through ditches and canals during the production process 
can contain the phosphorus fertilizers and residues of pesticides that 
were applied during the growing season, which can cause serious water 
quality problems. Although the cranberry industry has not historically 
been subject to the Clean Water Act, cranberry bog discharges appear 
to fit squarely within the purview of the National Pollutant Discharge 
Elimination System (NPDES) program under that statute. In 2004, the 
Wisconsin attorney general filed a public nuisance lawsuit against a 
cranberry grower, alleging that the grower discharged bog water laced 
with phosphorus to the lake. However, provided that cranberry bog 
discharges do not fall within the “irrigation return flow” exemption 
from the Clean Water Act, the NPDES permit program may be a more 
cost-effective approach to addressing the water quality problems that 
can be caused by cranberry bog discharges. 
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I. INTRODUCTION 

Imagine a temporary detention pond that stores water laced with 
phosphorus fertilizers and pesticides. Now, imagine that pond discharging its 
polluted contents through a series of ditches, dikes, and channels to the 
nearest lake. Environmental practitioners might quickly assume that the 
Federal Water Pollution Control Act Amendments of 1972, (Clean Water Act 
or Act)1 regulates that discharge. Indeed, in most instances the Clean Water 
Act would—unless the discharger is a “cranberry bog,” part of a small industry 
that has historically not been subject to the extensive reach of the Act. 

Despite license plates proclaiming it as the “dairy state,” Wisconsin is not 
the leading milk producer in the United States. It is, however, the top 
cranberry producing state in the nation. Wisconsin—the “cranberry state”—
more than doubles the cranberry production of the second largest producer, 
Massachusetts. In 2003, Wisconsin planned to produce more than 3 million 
barrels, or 300 million pounds, of the fruit,2 more than one half of the almost 
600 million pounds of cranberries consumed each year.3 The remaining top 

 
 1 Federal Water Pollution Control Act, 33 U.S.C. §§ 1251–1387 (2000). 
 2 AGRIC. STATISTICS BD., U.S. DEP’T OF AGRIC., CRANBERRIES (Aug. 19, 2003), available at 
http://usda.mannlib.cornell.edu/usda/nass/Cran//2000s/2003/Cran-08-19-2003.pdf. 
 3 Wis. State Cranberry Growers Ass’n, http://www.wiscran.org (last visited Apr. 15, 2007). 
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cranberry-producing states like New Jersey, Oregon, and Washington, 
combined, would not surpass Wisconsin’s production.4 Today, there are 150 
cranberry marshes in eighteen counties in Wisconsin covering 110,000 acres.5 

Cranberry operations are unique in that they are agricultural operations 
that require vast quantities of water.6 In fact, water is the single most 
important resource for growing cranberries.7 With over 84,000 miles of 
streams, 1.2 million acres of lakes, and 5 million acres of remaining wetlands,8 
Wisconsin seems ideal for cranberry production. 

Given the need for a large water supply, cranberry “bogs” are typically 
located on or near wetlands that are directly adjacent to lakes and rivers.9 
Production involves pumping water from adjacent wetlands or lakes, irrigating 
and flooding the below-grade cranberry beds for harvest and frost protection, 
and then discharging the water back to the lake or river from which it came 
through a series of ditches, dikes, and dams.10 The discharged water contains 
the phosphorus fertilizers and residues of pesticides that were applied during 
the growing season.11 The end result is relatively clean water coming into the 
bog, and relatively polluted water pouring out.12 

The cranberry industry has not historically been subject to the reach of 
the Clean Water Act despite the fact that cranberry bog discharges appear to 
fit squarely within the purview of the National Pollutant Discharge Elimination 
System (NPDES) program under the Act.13 Recently, the Wisconsin attorney 
general has attempted to abate polluted cranberry bog discharges through 
public nuisance litigation.14 However, rather than apply the complicated 
common law of public nuisance, this Article explores how the Clean Water 
Act can, and should, apply to control pollutant discharges from cranberry 
bogs. 

Part II of this Article describes the nature of cranberry production and 
the pollutants typically discharged in cranberry bog water to streams, 
wetlands, and lakes. Part III of this Article summarizes the recent public 
nuisance litigation in State v. Zawistowski,15 where the Wisconsin attorney 
general joined with private landowners to abate pollutant discharges to a lake 
by a cranberry operation. Part IV summarizes the jurisdictional elements of 
the Clean Water Act’s NPDES permit program. Part V of this Article analyzes 
 
 4 Id. 
 5 Wis. State Cranberry Growers Ass’n, A History of Cranberry Growing, 
http://www.wiscran.org/history.htm (last visited Apr. 15, 2007). 
 6 See infra Part II. 
 7 CAPE COD CRANBERRY GROWERS’ ASS’N, CRANBERRY WATER USE: AN INFORMATION FACT 

SHEET (2001), available at http://www.cranberries.org/pdf/wateruse.pdf. 
 8 WATER DIV., WIS. DEP’T OF NATURAL RES., WIS. WATER QUALITY ASSESSMENT REPORT TO 

CONGRESS 2004, at 9 (2004), available at http://www.dnr.state.wi.us/org/water/wm/watersummary/ 
305b_2004/download/wqreport_2004_part_I_II.pdf. 
 9 CAPE COD CRANBERRY GROWERS’ ASS’N, supra note 7. 
 10 See infra Part II. 
 11 Id. 
 12 Id. 
 13 33 U.S.C. §§ 1311(a), 1342(a) (2000). 
 14 See infra Part III. 
 15 State v. Zawistowski, No. 04-CV-75 (Wis. Cir. Ct., Sawyer County, Wis. Apr. 5, 2006). 
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whether cranberry bog discharges fall within the purview of the Clean Water 
Act’s mandatory NPDES permit program, despite the “irrigation return flow” 
exemption from that program in the Act. Part VI of this Article suggests that 
not only should the Clean Water Act regulate pollutant discharges from 
cranberry bogs, but that doing so is a more efficient allocation of scarce public 
resources than filing public nuisance cases. The Article concludes that the 
Clean Water Act’s NPDES permit program was designed to address the types 
of discharges from cranberry bogs, and should be applied by the U.S. 
Environmental Protection Agency (EPA) and state environmental agencies to 
ensure that navigable waters are protected from this unique and potent source 
of water pollution. 

II. POLLUTANT DISCHARGES FROM COMMERCIAL CRANBERRY PRODUCTION 

A native species to North America, cranberries grow on vines naturally 
in bogs and marshes.16 However, commercial cranberry production involves 
dramatic landscape alterations for the cultivation of artificial bogs or 
“cranberry beds.” The land is cleared of vegetation, scalped, and leveled 
approximately two feet below the existing grade of the soil.17 A layer of sand 
is laid to create an acidic surface optimum for vine growth, and sand is 
periodically added to maintain the beds.18 The vines take root in the sand, 
forming a monoculture that takes three to five years to produce commercial 
quantities of fruit.19 Water is added to irrigate, to flood the beds for frost 
protection, and for harvest.20 

To the casual observer, cranberry production might seem 
environmentally benign. In fact, proponents of the cranberry industry 
frequently claim that cranberry bogs serve as valuable wetlands that provide 

 
 16 Frank L. Caruso et al., Cranberries: The Most Intriguing American Fruit, APSNET, Nov. 
2000, available at http://www.apsnet.org/online/feature/cranberry/. 
 17 N.S. DEP’T OF AGRIC. & FISHERIES, GROWING NOVA SCOTIA 22, available at 
http://www.gov.ns.ca/nsaf/agaware/teacher/06_cranb.pdf; Wis. State Cranberry Growers 
Ass’n, Cranberry Production in Wisconsin, http://www.wiscran.org/production.htm (last 
visited Apr. 14, 2007). 
 18 Wis. State Cranberry Growers Ass’n, supra note 17. 
 19 Id.; N.S. DEP’T OF AGRIC. & FISHERIES, supra note 17. 
 20 KEN SCHREIBER, WIS. DEP’T OF NATURAL RES., THE IMPACTS OF COMMERCIAL CRANBERRY 

PRODUCTION ON WATER RESOURCES 5 (Mar. 1988) (on file with authors); see also Wis. State 
Cranberry Growers Ass’n, supra note 17 (explaining that water is used for irrigation, frost 
protection, and harvest); Oregon Cranberry Network, Growing Cranberries, 
http://www.oregoncranberry.net/growing_cranberry.htm (last visited Apr. 15, 2007) 
(explaining that sprinkling is used to protect against frost and that ample water is necessary 
for irrigation and harvesting); The Cranberry Institute, Frequently Asked Questions, 
http://www.cranberryinstitute.org/cranfacts/faq.htm (last visited Apr. 15, 2007) (explaining 
that cranberries do not grow in water, but that water is used to make harvesting easier and to 
protect from freezing); Decas Cranberry Products Inc., Frequently Asked Questions, 
http://www.decascranberry.com/faqs.htm (last visited Apr. 15, 2007) (explaining that 
cranberries are usually grown in bogs surrounded by water to aid in irrigation, flooding, and 
harvesting); N.S. DEP’T OF AGRIC. & FISHERIES, supra note 17 (explaining that water is used for 
irrigation and flooding). 
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ecological functions for habitat and wildlife.21 Cranberry production involves 
creation of artificial wetlands22 during a time when wetlands are 
disappearing rapidly across the United States.23 But the intensive application 
of pesticides, herbicides, fungicides, and fertilizers attendant to industrial 
cranberry production tells a different story. 

Fertilizer application plays a critical role in cranberry production.24 The 
acidic soils in which cranberry vines take hold are naturally low in 
phosphorus, so cranberry growers must add phosphorus to increase crop 
productivity.25 Cranberries typically require no more than twenty pounds of 
actual phosphorus per acre,26 yet one study indicated that Wisconsin 
cranberry growers may be over applying phosphorus on their cranberry 
beds.27 Over application of this plant nutrient can result in more soluble 
phosphorus being discharged to the nearest surface water during the 
seasonal discharges from the bogs, associated with either the spring planting 
or fall harvest, after the phosphorus fertilizer has been applied to the bog.28 

 
 21 See Wis. State Cranberry Growers Ass’n, Wetlands & Cranberry Growing: Environmental 
Partners, http://www.wiscran.org/crangrow.htm (last visited Apr. 15, 2007) (asserting that 
cranberry wetlands provide important wetlands for plants and wildlife and mentioning a study 
finding that “there is a high probability that these commercial cranberry wetlands systems can 
also perform many of the functions commonly attributed to wetlands”); see also Wis. State 
Cranberry Growers Ass’n, Cranberry Wetlands, http://www.wiscran.org/wetlands.htm (last 
visited Apr. 15, 2007) (asserting that cranberry wetlands provide stable environments that 
support “almost every species of wildlife in the state [of Wisconsin]” and stating that many 
cranberry growers recognize the importance of wildlife and encourage wildlife habitation). 
However, the U.S. Army Corps of Engineers has determined that although cranberry bogs can 
be similar to wetlands, “[m]ost of the functions/values of natural wetlands are lost or 
substantially reduced by conversion to cranberry beds.” ST. PAUL DISTRICT, U.S. ARMY CORPS OF 

ENG’RS, ST. PAUL DISTRICT ANALYSIS REGARDING SECTION 404 REVIEW OF COMMERCIAL CRANBERRY 

OPERATIONS 29 (Sept. 1995) [hereinafter ST. PAUL DISTRICT ANALYSIS] (on file with authors). 
 22 Wis. State Cranberry Growers Ass’n, Wetlands and Cranberry Growing: Environmental 
Partners, http://www.wiscran.org/crangrow.htm (last visited Apr. 15, 2007). 
 23 See Press Release, Ass’n of State Wetland Managers, Ponds Proliferate, but Wetland 
Losses Continue (Mar. 30, 2006), available at http://www.aswm.org/fwp/pressrelease2006.htm 
(reporting that, while the rate of wetland loss declined somewhat between 1998 and 2004, the 
quality and type of the new wetlands created in the United States has been inadequate to 
provide the needed natural wetland functions for habitat and wildlife). But see T.E. DAHL, U.S. 
FISH & WILDLIFE SERV., STATUS AND TRENDS OF WETLANDS IN THE CONTERMINOUS UNITED STATES 

1998 TO 2004, at 15 (2006), available at http://wetlandsfws.er.usgs.gov/status_trends/National_ 
Reports /trends_2005_report.pdf (indicating that wetland loss had declined between 1998 and 
2004, with an overall net gain of almost 200,000 wetland acres during that time period). 
 24 TERYL ROPER ET AL., PHOSPHORUS FOR BEARING CRANBERRIES IN NORTH AMERICA 2 (2004), 
available at http://www.hort.wisc.edu/cran/mgt_articles/articles_nutr_mgt/Phoshorus%20 
Publication%20.pdf. 
 25 Id. at 5. 
 26 Id. at 8. 
 27 See TERYL R. ROPER, HOW MUCH PHOSPHORUS IS REALLY NEEDED? (2005), available at 
http://www.hort.wisc.edu/cran/pubs_archive/proceedings/2005/HowMuchP.pdf (suggesting that 
Wisconsin cranberry growers may be applying more phosphorus than what is needed to 
maintain crop fertility). 
 28 ROPER ET AL., supra note 24, at 7; FAITH A. FITZPATRICK ET AL., U.S. GEOLOGICAL SURVEY, 
REPORT 02-4225, NUTRIENT, TRACE-ELEMENT, AND ECOLOGICAL HISTORY OF MUSKY BAY, LAC 

COURTE OREILLES, WISCONSIN AS INFERRED FROM SEDIMENT CORES, WATER-RESOURCES 
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Several studies of northern Wisconsin lakes located downstream from 
areas of intense cranberry production showed increased levels of nutrients, 
particularly phosphorus, which contribute to harmful aquatic plant growth 
such as algae and weeds.29 One study showed that phosphorus releases from 
a cranberry bog exceeded that of a nearby residential housing 
development.30 Another found that phosphorus loading from cranberry bog 
water returned to a surface water comprised more than seventy-five percent 
of the total phosphorus load to the lakes, based on computer modeling.31 

Pesticide discharges from cranberry bogs—or bog-water laced with 
pesticides—also pose a well-documented water pollution problem. There are 
approximately twenty-two pesticides commonly used on cranberries, 
including napropromide, norflurazon, dichlovenil, 2, 4-D, carbaryl, diazinon, 
chlorpyrifos, and azinphos-methyl.32 One study in Wisconsin found that 
pesticide concentrations in surface water downstream from cranberry 
marsh discharges were sufficient to cause total mortality of two species of 
test organisms.33 Another study in Washington, also a leading cranberry 
producer, detected three toxic organophosphorus insecticides, one of which 
includes the dangerous chemical diazinon, at lethal concentrations for 
aquatic invertebrates, exceeding that state’s water quality criteria for aquatic 
life.34 Yet another study in northern Wisconsin found elevated 
concentrations of lead, arsenic, cadmium, selenium, and other toxic metals 
in cranberry bog discharges.35 

 
INVESTIGATIONS 9 (2003) (citing Brian L. Howes & John M. Teal, Nutrient Balance of a 
Massachusetts Cranberry Bog and Relationships to Coastal Eutrophication, 29 ENVTL. SCI. & 

TECH. 960, 960–74 (1995)) (noting that a Massachusetts cranberry bog’s releases of nitrogen and 
phosphorus coincided with flooding of the bog for harvest and frost protection) (on file with 
authors); SCHREIBER, supra note 20, at 11. 
 29 MARJORIE WINKLER & PATRICIA SANFORD, FINAL REPORT: ENVIRONMENTAL CHANGES IN THE 

LAST CENTURY IN LITTLE TROUT LAKE, INKSPOT BAY, GREAT CORN AND LITTLE CORN LAKES, LAC DU 

FLAMBEAU TRIBAL LANDS, WISCONSIN 10 (2000) (on file with authors); FITZPATRICK ET AL., supra 
note 28, at 9; JIM SENTZ ET AL., U.S. ARMY CORP. OF ENG’RS, GREAT CORN AND LITTLE CORN LAKES, 
SECTION 22—WATER QUALITY STUDY 1 (2000); ROPER ET AL., supra note 24, at 7. 
 30 FITZPATRICK ET AL., supra note 28, at 9. 
 31 SENTZ ET AL., supra note 29, at 1; see also ST. PAUL DISTRICT ANALYSIS, supra note 21, at 15 
(noting a Lac du Flambeau Tribal Natural Resources Department study finding that “[i]n some 
cases, cranberry marsh discharges were found to contain total phosphorus concentrations ten 
times higher than that of ambient lake concentrations”). 
 32 FITZPATRICK ET AL., supra note 28, at 9. 
 33 KEN SCHREIBER, WIS. DEP’T OF NATURAL RES, BIOMONITORING BELOW TWO COMMERCIAL 

CRANBERRY MARSHES IN JACKSON COUNTY, WISCONSIN 7 (Dec. 1993) (on file with authors). But 
see ST. PAUL DISTRICT ANALYSIS, supra note 21, at 15 (noting the limited sampling of the 1993 
Schreiber study). 
 34 DALE DAVIS ET AL., WASH. DEP’T OF ECOLOGY, ASSESSMENT OF CRANBERRY BOG DRAINAGE 

PESTICIDE CONTAMINATION: RESULTS FROM CHEMICAL ANALYSES OF SURFACE WATER, TISSUE, AND 

SEDIMENT SAMPLES COLLECTED IN 1996, at iii, 1 (July 1997), available at http://www.ecy.wa.gov/ 
pubs/97329.pdf; see also PAUL ANDERSON & DALE DAVIS, WASH. DEP’T OF ECOLOGY, EVALUATION OF 

EFFORTS TO REDUCE PESTICIDE CONTAMINATION IN CRANBERRY BOG DRAINAGE (Sept. 2000), available 
at http://www.ecy.wa.gov/pubs/0003041.pdf (finding no reduction in chlorpyrifos, diazinon, or 
azinphos-methyl in cranberry bog discharges even after application of best management 
practices). 
 35 WINKLER & SANFORD, supra note 29, at 3–4, 9. The elevated lead and arsenic 
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In short, the point source discharge of phosphorus and pesticides from 
cranberry bogs is well-documented, as is the water quality impact of those 
discharges. Due to their heavy use of water for production and the use of 
pesticides and fertilizers, the residue of those pesticides and fertilizers can 
be washed away through the canals and bulkheads by successive flooding 
and drainage of the cranberry bogs.36 In this way, pollutant discharges from 
cranberry bogs are more direct and discrete than typical agricultural 
runoff.37 

III. STATE V. ZAWISTOWSKI AND THE ATTEMPT TO USE PUBLIC NUISANCE 
AUTHORITY TO CONTROL POLLUTANT DISCHARGES FROM CRANBERRY BOGS 

Concerned with alleged discharges of phosphorus pollution from a 
cranberry bog in northern Wisconsin, in 2004, the Wisconsin attorney 
general joined with a group of private property owners on Musky Bay of Lac 
Courtes Oreilles Lake38 to file a lawsuit against a cranberry grower named 
William Zawistowski.39 Zawistowski owns cranberry marshes that withdraw 
water and discharge cranberry bog effluent into Musky Bay.40 The attorney 
general and the property owners alleged that Mr. Zawistowski created a 
public and private nuisance by applying phosphorus-containing fertilizers 
and pesticides to his cranberry beds and then discharging the phosphorus-
containing residues back to Musky Bay.41 They alleged that phosphorus 
discharges over the decades had “fed the growth of dense, choking aquatic 
plants and a thick, slimy, smelly green algal mat” on Musky Bay during the 
summer months, and that the floating mat of algae was a public nuisance 
under Wisconsin common law that interfered with public rights in navigable 
waters.42 The State of Wisconsin and the private property owners on Musky 
Bay asked that Mr. Zawistowski be required to stop his discharges of 
phosphorus into Musky Bay, and significantly, be ordered to dredge the 
phosphorus-laden sediment out of the bay, and pay damages and costs.43 

Since at least 1939, the Zawistowski cranberry operation has included 
two bogs, known as the “east” and “west” marshes, located on the southern 
shore of Musky Bay.44 These marshes have independent pumping systems 
and man-made ditches that extract water from Musky Bay to flood the 

 
concentrations are likely from the application of lead-arsenate as a pesticide on cranberry beds. 
 36 SCHREIBER, supra note 20, at 5, 7; SCHREIBER, supra note 33, at 1. 
 37 SCHREIBER, supra note 20, at 5. 
 38 Lac Courtes Lake is the eighth largest lake in Wisconsin, and the largest lake in Sawyer 
County, Wisconsin. See State v. Zawistowski, No. 04-CV-75, at 3 (Wis. Cir. Ct., Sawyer County, 
Wis. Apr. 5, 2006). 
 39 Complaint at 2, State v. Zawistowski, No. 04-CV-75 (Wis. Cir. Ct., Sawyer County, Wis. 
June 8, 2004). 
 40 Zawistowski, No. 04-CV-75, at 3. 
 41 Complaint at 4, Zawistowski, No. 04-CV-75 (Wis. Cir. Ct., Sawyer County, Wis. June 8, 
2004), 
 42 Id. 
 43 Id. at 5. 
 44 Zawistowski, No. 04-CV-75, at 3. 
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cranberry beds and that drain the marsh and return the water to Musky Bay 
from each cranberry marsh.45 Each ditch is connected to Musky Bay to 
service the water needs of the cranberry operation, making the marshes 
“open” systems that depend upon Musky Bay for water.46 Zawistowski 
applies various fertilizers containing phosphorus to the bog.47 

The trial court in State v. Zawistowski found that “a direct result of the 
method Zawistowski uses to retrieve and discharge water to and from 
Musky Bay causes substantial amounts of nutrients, including phosphorus, 
to be discharged directly into Musky Bay” and this is “the primary source of 
phosphorus entering Musky Bay.”48 The court further found that the 
discharge occurs through the man-made canal and ditch system49 and 
contributes about 40–50% of the phosphorus entering Musky Bay.50 
Moreover, the court found that Zawistowski knew, or at least he should have 
known, that he was discharging phosphorus into the bay.51 

The trial record in Zawistowski indicates that Musky Bay has been 
suffering from the effects of frequent phosphorus-laden bog discharges from 
Zawistowski’s cranberry operation.52 Musky Bay is becoming more 
“eutrophic” over time, meaning that nutrients like phosphorus-containing 
fertilizers are causing Musky Bay to experience severe algae blooms that 
cover the surface of the bay.53 By 2005, fish populations in Musky Bay had 
dropped as a result, in part, of an increase in aquatic weeds and vegetation 
that are depleting the dissolved oxygen levels near the lake bed where fish 
spawn, thereby increasing fish mortality.54 

Significantly, the trial court found that Zawistowski’s discharge of 
phosphorus-containing bog water was contributing to the growth of algal 
plants and weeds in Musky Bay, and that algal mats on the surface prevented 
the public from swimming or using water craft like motorboats, canoes, and 
kayaks in certain areas of Musky Bay during the summer months.55 
However, the court found that Zawistowski’s activities were not causing 
Musky Bay to be entirely unusable, particularly not during the spring, fall, 
and winter.56 While Zawistowski’s discharge was causing some interference 
with the public’s use and enjoyment of Musky Bay, it could not determine 
after trial how many days out of the year the public was prevented from 
using Musky Bay or what portions of Musky Bay were rendered completely 

 
 45 Id. 
 46 Id. at 3–4. 
 47 Id. at 4. Some of the fertilizer was periodically applied by airplanes, but that practice has 
been discontinued. According to the court’s findings of fact after trial, Zawistowski uses less 
phosphorus fertilizers than recommended by experts in cranberry farming. Id. 
 48 Id. at 10–11. 
 49 Id. 
 50 Id. at 12–13. 
 51 Id. at 14. 
 52 Id. at 9–11. 
 53 Id. 
 54 Id. at 6. 
 55 Id. at 14–16. 
 56 Id. at 15–16. 
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unusable to the public.57 The court concluded that it could not find that 
Zawistowski’s discharges of phosphorus-containing bog water to Musky Bay 
constituted a public nuisance.58 The Wisconsin attorney general has 
appealed the trial court’s decision.59 

The trial court stated that it was not aware of, nor had it been shown 
“any water quality standard established by the Wisconsin legislature, or any 
rulemaking body within this state, which regulates the discharge of water” 
from cranberry operations.60 Apparently, neither the U.S. EPA, nor 
Wisconsin Department of Natural Resources, has proposed applying the 
Clean Water Act’s core pollution program for point source discharges—the 
NPDES program61—to the discrete discharges of pollutants from cranberry 
bogs. However, the NPDES program appears to be perfect for controlling 
documented pollutant discharges that can occur from cranberry bogs. 

IV. OVERVIEW OF THE CLEAN WATER ACT 

The Clean Water Act created a comprehensive scheme to restore and 
maintain the quality of the nation’s waters, relying primarily on a system that 
prohibits the discharge of pollutants to waters of the United States except in 
compliance with an NPDES permit issued by EPA or a state.62 Section 301 of 
the Clean Water Act prohibits any person from discharging any pollutant 
without a permit issued by the state or EPA under Section 402 of the Act.63 
The Act defines “discharge of a pollutant” to mean “any addition of any 
pollutant to navigable waters from any point source.”64 The Act further 
defines “point source” to include “any discernible, confined and discrete 
conveyance, including but not limited to any pipe, ditch, channel, tunnel, 
conduit, well, [or] discrete fissure . . . from which pollutants are or may be 
discharged.”65 

Significantly, the Clean Water Act excludes from the definition of point 
source “agricultural stormwater discharges and return flows from irrigated 
agriculture.”66 The latter exclusion is known as the “irrigation return flow 
exemption” and its legislative and regulatory history is both tortured and 
limited.67 Perhaps because of its lack of clarity, the irrigation return flow 
 
 57 Id. 
 58 Id. at 25–26. 
 59 Notice of Appeal, State v. Zawistowski, App. No. 2006AP001439 (Wis. Ct. App. June 22, 
2006). 
 60 Zawistowski, No. 04-CV-75, at 4. 
 61 33 U.S.C. § 1342(a) (2000). 
 62 Id. §§ 1251(a), 1342(a); Theodore L. Garrett, Overview of the Clean Water Act, in THE 

CLEAN WATER ACT HANDBOOK 1, 1 (Mark A. Ryan ed., 2d ed. 2003). 
 63 33 U.S.C. §§ 1311(a), 1342(a) (2000). 
 64 Id. § 1362(12). 
 65 Id. § 1362(14). 
 66 Id. § 1342(l) (exempting agricultural stormwater and irrigation return flows from the 
purview of the NPDES permit program). 
 67 Id. In addition, and somewhat unhelpfully, the Clean Water Act defines “navigable 
waters” as “waters of the United States” and offers nothing else in the way of statutory 
guidance. 33 U.S.C. § 1362(7) (2000). However, the U.S. EPA and Army Corps of Engineers have 
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exemption has stood as a formidable obstacle to controlling point sources of 
pollution on agricultural lands. 

V. CRANBERRY BOGS, THE NPDES PERMIT PROGRAM, AND THE IRRIGATION 
RETURN FLOW EXEMPTION 

Despite the direct discharges from many cranberry beds, neither EPA 
nor the five largest cranberry producing states has required the bogs to 
obtain NPDES permits. The Wisconsin Department of Natural Resources 
(DNR) has raised the possibility of regulating cranberry bogs through 
discharge permits in Wisconsin, but only for documented water pollutant 
discharges that are creating a demonstrably negative water quality impact.68 
To date, DNR has never followed through with this proposal, and no 
cranberry bogs in Wisconsin have been required to obtain a NPDES permit.69 

The first question when determining whether Clean Water Act 
jurisdiction over cranberry bog discharges should attach is whether those 
bogs discharge pollutants from a point source.70 There are several features 
of the cranberry production that appear to involve point sources. For 
example, the ditches and bulkheads surrounding the bogs are identifiable 
point sources, as are the pesticide and fertilizer application equipment.71 The 
next question is whether Congress and EPA excluded cranberry bogs from 
the NPDES permit program through the “irrigation return flow” exemption.72 
If cranberry bog discharges either 1) do not fit within the broad “point 
source” definition, or 2) are excluded as irrigation return flow, they are not 
covered by the Act.73 

 
stepped in to fill the void, defining navigable waters to include “all waters which are currently 
used . . . in interstate . . . commerce,” “tributaries of [covered] waters,” and “wetlands adjacent 
to [covered] waters [including tributaries],” among others. 33 C.F.R. § 328.3(a)(1), (5), (7) 
(2006). Only those intermittent and ephemeral waters that share a “significant nexus” to 
interstate waters fall within the definition of “navigable waters” and, therefore, the jurisdiction 
of the Clean Water Act. Rapanos v. United States, 126 S.Ct. 2208, 2236 (2006) (Kennedy, J., 
concurring). 
 68 SCHREIBER, supra note 20, at 21. These permits are known as WPDES permits in 
Wisconsin. See WIS. STAT. ch. 283 (2006). 
 69 For a list of the 412 industrial dischargers operating under individual WPDES permits in 
Wisconsin, see Wis. Dep’t of Natural Res., Current WPDES Wastewater Permit Holders, 
http://dnr.wi.gov/org/water/wm/ww/indus.xls (last visited Apr. 14, 2007). 
 70 33 U.S.C. § 1362(6) (2000). 
 71 See infra Part V.A. 
 72 See infra Part V.B. 
 73 The Ninth Circuit in League of Wilderness Defenders v. Forsgren, 309 F.3d 1181 (9th Cir. 
2002), reaffirmed that although EPA has reasonable discretion to interpret the term “point 
source,” it does not have the discretion to exempt classes of activities where those activities 
meet the parameters of the statutory definition. Id. at 1190; see also Natural Resources Defense 
Council v. Costle, 568 F.2d 1369, 1377 (D.C. Cir. 1977) (same). As a result, it is doubtful that EPA 
or states have the authority to specifically exclude cranberry operations, categorically, from the 
definition of point source. 
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A. Ditches and Bulkheads As Point Sources 

There can be little doubt that many features of a typical cranberry bed, 
including the bulkhead, dams, and ditches through which pollutants are 
discharged at the end of the harvest season (and seasonally throughout the 
year), could at least theoretically fall within the definition of “point source.” 
In fact, the plain language definition of “point source” specifically includes 
“ditches,” and “discrete conveyances”74 that are common at cranberry bogs. 
And, precedent has established that gullies, rills, check dams, sediment 
traps, and other natural or manmade conveyances or systems designed to 
catch runoff can also be point sources under the Clean Water Act.75 After all, 
it is well established that Congress intended the “broadest possible 
definition” of the term point source.76 

However, relatively few cases, if any, have characterized agricultural 
operations as point sources subject to the NPDES permit program.77 Courts 
have been more inclined to find that discharges of pollutants from 
agricultural operations fall within the nonpoint source category, specifically, 
the irrigation return flow exemption from the NPDES permit program.78 

 
 74 33 U.S.C. § 1362(14) (2000). 
 75 See, e.g., N.C. Shellfish Growers’ Ass’n v. Holly Ridge Assocs., 278 F. Supp. 2d 654, 679–80 
(E.D.N.C. 2003) (check dams, sediment traps, gullies and rills as part of a home development 
site on a wetland are point sources); Froebel v. Meyer, 217 F.3d 928, 938–39 (7th Cir. 2000) 
(recognizing that a partially destroyed dam can be a point source); Comm. to Save Mokelumne 
River v. E. Bay Mun. Util. Dist., 13 F.3d 305, 308 & n.1 (9th Cir. 1993) (dam that discharged mine 
tailings in pond-water to clean water downstream was a point source); Catskill Mountains 
Chapter of Trout Unlimited v. City of N.Y., 273 F.3d 481, 493 (2d Cir. 2001) (tunnel was a point 
source that transferred water from one basin to another); Sierra Club v. Abston Constr. Co., 620 
F.2d 41, 45 (5th Cir. 1980) (manmade sediment basin was a point source); United States v. Earth 
Scis, Inc., 599 F.2d 368, 374 (10th Cir. 1979) (mining operation’s sump pit was a point source). 
 76 See, e.g., Earth Sciences, 599 F.2d at 373 (concluding that the broadest possible definition 
of point source must be adopted in order to further the congressional intent to regulate 
pollution emitting sources to the fullest extent possible); United States v. W. Indies Transp. Inc., 
127 F.3d 299, 309 (3d Cir. 1993); Dague v. City of Burlington, 935 F.2d 1343, 1354–55 (2d Cir. 
1991). 
 77 This assertion excludes concentrated animal feeding operations, which are specifically 
included within the definition of point source. 33 U.S.C. § 1362(14) (2000); see also 40 C.F.R. 
§ 122.23 (2006). 
 78 Fishermen Against the Destruction of the Env’t v. Closter Farms, Inc., 300 F.3d 1294, 1297 
(11th Cir. 2002) (sugarcane farm that discharged pollutants through irrigation ditches 
constituted irrigation return flow); Hiebenthal v. Meduri Farms, 242 F. Supp. 2d 885, 888 (D. Or. 
2002) (commercial fruit operator that over-applied wastewater to fields, causing runoff, exempt 
from the NPDES permit program because runoff fell within irrigation return flow exemption). 
Courts appear to have used the irrigation return flow exemption and the agricultural 
stormwater exemption interchangeably, despite their different definitions. In fact, agricultural 
stormwater is specifically limited to discharges comprised entirely of stormwater, and does not 
include other pollutants not typically included in the stormwater runoff. 40 C.F.R. § 122.23(e) 
(2006). Despite this, for purposes of this Article, we treat as relevant to the irrigation return 
flow exemption all cases that address both of the exemptions, as the rationale and policy of 
exempting those types of nonpoint sources from the NPDES program are the same. 

 At least one court has identified a non-concentrated animal feeding operations (CAFOs) 
agricultural operation as a point source. In United States v. Oxford Royal Mushroom, 487 F. 
Supp. 852 (E.D. Pa. 1980), the defendant mushroom farm discharged wastewater onto fields via 
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Other than showing a proclivity to find the irrigation return flow exemption 
applies in a given a case, these decisions fail to offer a discernible rule for 
defining the extent of the exemption. 

B. The “Irrigation Return Flow” Exemption from the Definition of Point 
Source 

The irrigation return flow exemption79 is a largely undefined area of law, 
but one for which clarification should be demanded by both water quality 
advocates and agribusiness. As it stands, operators and regulators have little 
guidance for defining whether and when the Clean Water Act’s NPDES permit 
program applies to cranberry operations. Although cranberry beds are not 
specifically defined as point sources, they are not specifically excluded from 
the Clean Water Act as point sources either, indicating that their coverage 
under the Clean Water Act is an open question.80 However, a review of the 
legislative and regulatory history of, as well as case law on, the irrigation 
return flow exemption indicates that cranberry bogs fall within the definition 
of point source, and are not exempt from the NPDES permit program. 

1. Legislative and Regulatory History of the Irrigation Return Flow 
Exemption 

The irrigation return flow exemption was first included in the Federal 
Water Pollution Control Act Amendments of 1977.81 Before that time, in 

 
a spray irrigation system that was designed to spray only enough water to be absorbed into the 
fields as irrigation. Id. at 854. The defendant argued that the agricultural runoff was not a point 
source. Id. The court held simply that the discharge of pollutants from the over-application of 
waste to land application areas could fall within the definition of point source. Id. Although not 
addressing the irrigation return flow exemption, Oxford Royal Mushroom’s holding indicates 
that the irrigation return flow exemption (and later, the agricultural stormwater exemption 
created in the 1987 Clean Water Act Amendments) does not apply to wastewater applied and 
discharged from land application areas where the irrigation water greatly exceeds the 
absorption capacity of the soil. 
The same court later indicated that for the agricultural stormwater exemption or the irrigation 
return flow exemption to apply, the discharger must actually be engaged in agriculture. For 
example, in Reynolds v. Rick’s Mushroom Serv., Inc., 246 F. Supp. 2d 449, 456–57 (E.D. Pa. 
2003), the Eastern District of Pennsylvania held that the waste pits, spray irrigation equipment, 
and landspreading fields as part of mushroom composting operation could all be characterized 
as a point source. Id. However, the court refused to apply the irrigation return flow exemption 
or the agricultural stormwater exemption to the mushroom composting operation because it 
was not engaged in the actual growing of mushrooms, only their composting. Id. at 257 n.4. The 
court asserted that this was more akin to a manufacturing process than an agricultural 
operation. Id. 
 79 33 U.S.C. § 1342 (l)(1) (2000) (“The Administrator shall not require a permit under this 
section for discharges composed entirely of return flows from irrigated agriculture, nor shall 
the Administrator directly or indirectly, require any State to require such a permit.”). 
 80 See Reynolds, 246 F. Supp. 2d at 457 (discussing other examples of sources that have not 
specifically been classified as point sources, but which could be, namely waste pits, spray 
irrigation equipment, and landspreading fields). 
 81 123 CONG. REC. 21, 26,778 (1977). 
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1975, EPA issued regulations that exempted irrigation return flows from 
the NPDES permit program. Those regulations were struck down by the 
District Court for the District of Columbia in Natural Resources Defense 
Council, Inc. v. Train82 on the basis that EPA lacked the statutory authority 
to create an exemption from the definition of point source where none 
existed in the Clean Water Act.83 After finding the exemption invalid, the 
court ordered EPA to promulgate regulations applying the NPDES permit 
program to point source discharges from agriculture by June 10, 1976.84 
Despite its pending appeal of the court’s decision, EPA complied with the 
court’s order.85 

On July 12, 1976, EPA amended the permit exemption for irrigation 
return flows and required a permit for “agricultural point sources.”86 EPA 
defined an “agricultural point source” as “any discernible, confined and 
discrete conveyance from which any irrigation return flow is discharged 
into navigable waters.”87 “Irrigation return flow” was defined as “surface 
water, other than navigable waters, containing pollutants which result 
from the controlled application of water by any person to land used 
primarily for crops, forage growth, or nursery operations.”88 Most 
significantly, the definition of “irrigation return flow” included the 
following note: “Comment: This term includes water used for cranberry 
harvesting, rice crops, and other such controlled application of water to 
land for purposes of farm management.”89 In short, EPA attempted to apply 
the NPDES permit requirement to point sources that had irrigation return 
flows, including heavily water dependent or “wet” crops such as rice and 
cranberry production. 

However, shortly after its promulgation, Congress obliterated EPA’s 
rule promulgation by creating the irrigation return flow exemption in 
sections 502(14) and 402(l) of the 1977 Clean Water Act Amendments.90 
Significantly, Congress never defined an “irrigation return flow” and the 
congressional record is devoid of any references to EPA’s “cranberry 
comment” in its 1976 rulemaking. Instead, a Senate Report on the 1977 
Clean Water Act Amendments creating the irrigation return flow 
exemption reflects a tangential affirmation of EPA’s definition of irrigation 
 
 82 396 F. Supp. 1393 (D.D.C. 1975), aff’d sub nom. Natural Res. Def. Council v. Costle, 568 
F.2d 1369 (D.C. Cir. 1977). 
 83 Id. at 1398. 
 84 See Agricultural Activities, National Pollutant Discharge Elimination System, 41 Fed. Reg. 
7963, 7963 (Feb. 23, 1976) (“Although EPA is proceeding with the appeal of this decision, the 
Agency is still required to comply with the court order. Thus under the terms of the 
order . . . regulations applying the NPDES permit program to point source discharges in the 
agriculture and silviculture categories are required to be proposed by February 10, 1976 and 
promulgated by June 10, 1976.”). 
 85 Id. 
 86 40 C.F.R. § 125.4(i)(3) (2006); see 41 Fed. Reg. 28,493–28,496 (July 12, 1976). 
 87 40 C.F.R. § 125.53(a)(1) (2006). 
 88 Id. § 125.53(a)(2). 
 89 Id. (emphasis added). 
 90 Federal Water Pollution Control Act, Pub. L. No. 95-217, 91 Stat. 1566, 1577 (1977) 
(codified at 33 U.S.C. §§ 1362(14), 1342(l)(1) (2000)). 
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return flows as “conveyances carrying surface irrigation return as a result 
of the controlled application of water by any person to land used primarily 
for crops.”91 

The Senate Report’s definition is an obvious paraphrasing of EPA’s 
definition of “irrigation return flow” exemption promulgated by EPA in 1976. 
But, the report noticeably omits the “cranberry comment.” Based on this 
omission alone, one could easily argue that if Congress intended to exempt 
irrigation return flows, and EPA at one point considered cranberry 
harvesting to be an example of an irrigation return flow, then Congress’s 
silence could be inferred to exempt cranberry bog discharges from the 
NPDES permit program. 

However, if Congress intended to include cranberry bogs in the 
definition of irrigation return flow, Congress could have easily said as much 
in the statute or the legislative history. It did not. Instead, Congress’s 
rationale for exempting irrigation return flows from the definition of point 
source instead had several other premises. The most significant of those was 
the need to protect western farmers on arid lands from unfair and 
burdensome regulation. Specifically, farmers claimed that requiring NPDES 
permits discriminated against western farmers on arid lands who relied 
much more heavily on irrigation ditches and drain tiles for storage and 
return of irrigated water.92 Irrigation is the only means of sustaining those 
western farmers.93 By classifying irrigation return flows as point sources and 
non-irrigated agricultural runoff as a nonpoint source, the farmers said, the 
1972 Clean Water Act unfairly discriminated against western farmers who, 
by nature of the land and their farming operations, had to irrigate their lands 
and were predisposed to discharge pollutants when returning irrigated water 
to drainage ditches and points downstream.94 Moreover, the water was 
needed for other downstream farmers.95 Application of the NPDES permit 
requirement imposed an incentive for a farmer to prevent the water 
discharge and consequently withhold the water from those other 
downstream farmers who needed it.96 Also, for good measure, western 
farmers invoked federalism policies and argued that water pollution 

 
 91 S. REP. NO. 95-370, at 35 (1977), as reprinted in 1977 U.S.C.C.A.N. 4326, 4360 (emphasis 
added). 
 92 123 CONG. REC. S21, 26,702, 26,762 (Aug. 4, 1977). 
 93 Federal Water Pollution Control Act Amendments of 1977: Field Hearing Before the 
Subcomm. on Envtl. Pollution of the Comm. on Env’t and Public Works, 95th Cong. 83 (1977) 
(statement of Jack D. Palma, III, Asst. Attorney General of Wyoming). 
 94 Id.; see also Memorandum from EPA General Counsel Robert E. Fabricant, EPA Assistant 
Administrator for Water G. Tracy Mehan, III, and EPA Assistant Administrator for Prevention, 
Pesticides, and Toxic Substances to Regional Administrators, Interpretative Statement and 
Regional Guidance on the Clean Water Act’s Exemption for Return Flows from Irrigated 
Agriculture 3 n.2 (Mar. 29, 2002), available at http://www.epa.gov/npdes/pubs/talentfinal.pdf (“In 
1977, Congress thought that ‘Farmers in areas of the country which were blessed with adequate 
rainfall were not subject to permit requirements on their rainwater run-off, which in effect had 
been used for the same purpose and contained the same pollutants [as water used by western 
farmers].’” (quoting 3 LEGISLATIVE HISTORY OF THE CLEAN WATER ACT 527 (1978)). 
 95 Federal Water Pollution Control Act Amendments of 1977, supra note 93. 
 96 Id. 
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abatement programs need to be based on local conditions, rather than a 
national program for point sources.97 

Based mainly on these concerns, Congress amended the Clean Water 
Act in 1977 to exempt “irrigated agriculture, [originally] defined under the 
act as a point source, from the 402 permit program.”98 Recognizing that 
irrigation return flows nonetheless represented a significant water pollution 
problem, Congress hoped that the locally-based wastewater treatment 
management planning program in section 208 of the Clean Water Act would 
be used to address pollution from irrigation return flows and other 
agriculturally related nonpoint source pollution.99 As a result, section 208(f) 
of the Clean Water Act was specifically written to include consideration of 
irrigation return flows as a nonpoint source of water pollution.100 

In summary, the legislative history of the irrigation return exemption 
reflects that Congress created the exemption to accommodate the 
geography and uniquely arid climate of the western United States, not 
heavily water-dependent crops like cranberry bogs.101 In fact, the legislative 

 
 97 123 CONG. REC. S21, 26,702, 26,762, & 26,774 (daily ed. Aug. 4, 1977); see also S. REP. NO. 
95-370, at 35, as reprinted in 1977 U.S.C.C.A.N. 4326, 4360 (indicating that the purpose of the 
irrigation return flow exemption was to “exempt irrigation return flows from all permit 
requirements under section 402 of the [Clean Water Act], and assure that areawide waste 
treatment management plans under section 208 include consideration of irrigated agriculture”). 
 98 123 CONG. REC. S21, 26,697 (daily ed. Aug. 4, 1977) (statement of Sen. Muskie (D-Me.)). 
Amending the Clean Water Act to create the exemption was intended to reverse the effects of 
the court decisions in Natural Resources Defense Council v. Costle, 568 F.2d 1369 (D.C. Cir. 
1977), which vacated a similar exemption created by EPA regulations. Natural Res. Def. Council 
v. Train, 396 F.Supp. 1393, 1396 (D.D.C. 1975), aff’d sub nom. Costle, 568 F.2d at 1382; see also 
Memorandum from EPA General Counsel, supra note 94, at 2 n.1 (indicating that after the D.C. 
Circuit upheld the district court’s decision requiring EPA to issue NPDES permits for irrigation 
return flows, Congress simply responded by amending the definition of point source to exclude 
irrigation return flows). 
 99 123 CONG. REC. S21, 26,697 (daily ed. Aug. 4, 1977) (statement of Sen. Muskie (D-Me.)). 
Specifically, Senator Muskie stated that the section 402 NPDES permit program was an 
inefficient means of addressing irrigation return flows: 

Agriculture was demonstrated to be a major source of pollution. The current strategy in 
the act to divide agriculture into point and non-point sources is effective with regard to 
feedlots, but ineffective with regard to irrigation return flows. . . . Section 208 offers the 
potential for abatement programs to control both irrigation return flows and nonpoint 
source agricultural runoff, and the committee considered several proposals to pursue 
this proposal. 
  For these reasons, the committee adopted several amendments which generally 
concern section 208 and specifically relate to agriculture. 

Id.; see also Memorandum from EPA General Counsel, supra note 94, at 3 (noting that Congress 
“intended to ensure a level playing field between irrigated and non-irrigated agriculture” (citing 
3 LEGISLATIVE HISTORY OF THE CLEAN WATER ACT, 1978, at 527 (1978); 4 LEGISLATIVE HISTORY OF 

THE CLEAN WATER ACT, 1978, at 882 (1978)). 
 100 33 U.S.C. § 1288(b)(2)(F) (2000). 
 101 123 CONG. REC. S21, 26,702 (daily ed. Aug. 4, 1977) (statement of Sen. Stafford (R-Vt.)). 
Moreover, Senator Stafford’s introductory remarks at the public hearing in Fort Collins, 
Colorado in 1977 indicate that the irrigation return flow exemption was intended for western 
farmers on arid land who irrigate crops and then return the irrigation flow to drainage ditches. 
Specifically, Senator Stafford (R-Vt.) stated: 
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history on irrigation return flows is devoid of any actual evidence that 
suggests an intent to exempt other types of agricultural point sources from 
the NPDES permit program, such as “wet” crops like cranberry production 
or rice harvesting. As a result, it would be a mistake to simply assume that 
these wet crops automatically enjoy the benefit of the irrigation flow 
exemption, particularly in light of Congress’s and EPA’s silence on the issue. 

2. Judicial Application of the Irrigation Return Exemption 

The courts, on the other hand, have not been silent on the scope of the 
irrigation return flow exemption. Granted, relatively few cases have 
interpreted or addressed the irrigation return flow exemption. Of the few 
courts that have, some have fumbled with the exemption and others have 
sought to avoid its application. The widely divergent holdings, and the 
absence of clear legislative or regulatory guidance, leave the Clean Water 
Act jurisdictional status of bulkheads and ditches at cranberry bogs in 
question. 

In Hiebenthal v. Meduri Farms,102 the plaintiffs asserted that a 
commercial fruit dehydrator in the dry, arid climate of eastern Oregon was 
required to obtain a NPDES permit before discharging excess irrigation 
water from land application areas into waters of the United States.103 The 
plaintiffs claimed that because the defendant applied irrigation wastewater 
in excess of the fertilizer needs of the crops, the discharge of that excess 
wastewater could not be classified as irrigation return flow.104 The U.S. 
District Court for the District of Oregon rejected this argument, but with 
relatively little reasoning to support it. The court simply stated that all 
discharges from agriculture are exempt from the NPDES permit program 
unless they are from concentrated animal feeding operations (CAFOs).105 
Pointing to the Clean Water Act’s regulation of CAFOs as point sources 
notwithstanding the agriculture stormwater exemption, the court in 
Hiebenthal essentially held that if all CAFOs are point sources despite the 

 

  Thanks to the combined efforts of Senator Wallop and Senator Hart, who conducted a 
field hearing in Fort Collins, Colo., on July 13 on agriculture’s concerns about the Water 
Pollution Control Act, the committee adopted an amendment which, in effect, exempts 
irrigated agriculture from all permit requirements under section 402 of the act, and 
instead insures that areawide waste treatment management plans under Section 208 [for 
voluntarily addressing nonpoint sources of pollution] include consideration of irrigated 
agriculture. This amendment promotes equity of treatment among farmers who depend 
on rainfall to irrigate their crops and those who depend on surface irrigation which is 
returned to a stream in discreet conveyances. While this amendment may appear to be a 
minor matter to those of us from the East, to the farmers in the semiarid and arid West 
this amendment is a critical feature of the bill. 

Id. 
 102 242 F. Supp. 2d 885 (D. Or. 2002). 
 103 Id. at 886. 
 104 Id. at 886, 888. 
 105 Id. at 887–88 (citing Cmty. Ass’n for Restoration of the Env’t v. Henry Bosma Dairy, 305 
F.3d 943, 955 (9th Cir. 2002)). 
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agricultural stormwater exemption, then all non-CAFOs must be nonpoint 
sources because of the agricultural stormwater exemption.106 

Recent regulations promulgated by EPA for wastewater and manure 
discharges from CAFOs suggest the Hiebenthal view of the agricultural 
stormwater exemption is now out of step with EPA’s view of the exemption. 
EPA’s regulations provide that if a CAFO applies manure in excess of that 
called for under a nutrient management plan, any additional runoff of 
manure or nutrients from a land application area will constitute a “point 
source” discharge of pollutants.107 Granted, the primary basis for holding 
that CAFO manure discharges resulting from over-application of manure on 
crop fields are point sources is grounded in the fact that CAFOs are 
regulated as point sources of water pollution under the Clean Water Act.108 
But the logic of regulating (and not exempting) those land application 
discharges applies just as easily to cranberry bogs and other operations like 
the commercial fruit dehydrator in Hiebenthal. The excess wastewater 
discharged from the land application area in that case should have been 
considered a point source discharge of pollutants, not nonpoint source 
pollution, if the application was, in fact, in excess of the fertilizer needs of 
the field. 

In another application of the irrigation return flow exemption, the court 
in Fishermen Against the Destruction of the Environment v. Closter Farms, 
Inc.109 found that excess irrigation and rainwater that accumulated in 
sugarcane fields and was discharged to a nearby surface water was an 
exemption as irrigation return flow.110 In that case, a group of anglers 
claimed that a sugarcane farm was required to obtain a NPDES permit to 
regulate its discharges of pollutant-laden irrigation water from cane fields.111 
The sugarcane fields were irrigated by drawing water into irrigation canals 
until the water overflowed onto the fields.112 Excess irrigation water was 
discharged into the lake through a culvert and originated from three sources: 
rainwater, groundwater drawn into the irrigation canals from areas that 
required drainage, and seepage from the lake.113 The court characterized the 
discharged rain as “agricultural stormwater discharge” and the discharged 
groundwater and seepage as “return flow from irrigated agriculture.”114 The 
Eleventh Circuit exempted the discharged groundwater and seepage as 
irrigation return flow because all of that water had actually been used in the 

 
 106 See Hiebenthal, 242 F. Supp. 2d., at 888 (holding that regulation of irrigation return flows 
is exempted from the Clean Water Act, but acknowledging that CAFOs are not subject to the 
exemption because they are expressly designated in the Clean Water Act as a point source). 
 107 40 C.F.R. § 122.23(e) (2006); see also Waterkeeper Alliance, Inc. v. Envtl. Prot. Agency, 
399 F.3d 486, 509 (2d Cir. 2005) (sustaining EPA’s application of the agricultural stormwater 
exemption to CAFOs). 
 108 33 U.S.C. § 1362(14) (2000). 
 109 300 F.3d 1294 (11th Cir. 2002). 
 110 Id. at 1296. 
 111 Id. 
 112 Id. at 1297. 
 113 Id. 
 114 Id. 
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irrigation process.115 Therefore, unlike cases of over-application of wastes 
(and pollutants), the Eleventh Circuit’s decision is premised on the fact that 
all of the water at issue was actually used for irrigation. 

The Eleventh Circuit’s decision in Closter Farms may be of limited use 
in determining whether cranberry bogs may be included within the irrigation 
return flow exemption. Although the sugarcane fields in Closter Farms and 
the typical cranberry bog both use irrigation ditches to flood growing areas 
as a source of water for plant growth, cranberry bogs use water for more 
than just irrigation. They use it for frost protection and harvest, particularly 
after the application of pesticides and fertilizers over the course of the 
growing season.116 In short, cranberry bogs do not simply collect and 
discharge rainwater, like the sugarcane fields in Closter Farms, and the 
water in cranberry bogs for frost protection and harvest is not “excess 
water.” In fact, it is typically just the right amount necessary to help the 
cranberries freeze during winter and float to the surface during harvest. 
Perhaps most importantly, unlike other agricultural crops, cranberry beds 
are actually built to hold water one to two feet deep similar to a natural 
wetland, suggesting that the purpose is to hold water for frost protection and 
harvest, not drain it.117 In short, the broader role water plays in cranberry 
production compared to sugarcane production means that Closter Farms 
will be of limited value in determining whether cranberry bogs enjoy the 
benefit of the irrigation return flow exemption. 

In sum, even a broad irrigation return flow exemption does not help 
with determining when the cranberry bogs should be covered under the 
Clean Water Act’s definition of point source. And, if anything, the exemption 
has likely been given too much breadth by the courts, EPA, and state 
regulatory agencies when making that determination. Moreover, the 
legislative history indicates that Congress did not necessarily intend for the 
exemption to apply to cranberry bogs. On the contrary, cranberry bog 
discharges appear to fit neatly within the statutory definition of point source 
under the Clean Water Act. 

VI. HOW STATE V. ZAWISTOWSKI COULD HAVE BEEN AVOIDED 

Despite the relatively well-documented and discrete pollutant 
discharges from cranberry bogs, neither EPA nor Wisconsin Department of 
Natural Resources have proposed to apply the Clean Water Act’s core 
pollution program for point source discharges: the NPDES permit program. 
In fact, none of the parties or the state circuit court in Zawistowski appear to 
have considered the possibility that the Clean Water Act may apply to limit 
Zawistowski’s discharge of phosphorus to Musky Bay.118 Instead, legislators 

 
 115 Id. 
 116 SCHREIBER, supra note 20; Wis. State Cranberry Growers Ass’n, supra note 17. 
 117 See supra notes 16–20 and accompanying text. 
 118 State v. Zawistowski, No. 04-CV-75, at 4 (Wis. Cir. Ct., Sawyer County, Wis. Apr. 5, 2006) 
(“This court has not been shown and is unaware of any water quality standard established by 
the Wisconsin legislature, or any rule-making body within this state, which regulates the 
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and regulators alike have avoided the question and neglected the problem of 
polluted cranberry discharges, and the Zawistowski case shows the impact 
of that neglect.119 

A. The NPDES Permit Program of the Clean Water Act Is a More Efficient 
Tool for Preventing and Abating Water Pollutant Discharges from Cranberry 

Bogs 

The common law of public nuisance is an essential cause of action to 
fill the gaps in statutory environmental law,120 but it does have its limits. 
Proving a public nuisance requires a showing that the offending conduct, 
whether intentional or negligent, substantially interferes with a right 
common to the public and that the conduct be unreasonable.121 In that sense, 
how much “interference” is too much, and the reasonableness of the 
conduct, both become analyses dependent on facts in an isolated case rather 
than on a widespread environmental problem. In contrast, the NPDES 
program embodied in the Clean Water Act was intended to address the 
common law’s inadequacies with respect to establishing liability, as well as 
those of previous statutory schemes, in addressing water pollution on a 
broad scale.122 For the reasons below, the NPDES program, unlike the 
common law, is relatively uniform and, as a result, lends itself to easily 
resolving liability questions. 

 
discharge of water from cranberry farms.”). 
 119 The Wisconsin attorney general’s lawsuit became a hot political issue during the 
campaign for that office in Wisconsin, with opponents attacking the attorney general for using 
her authority under state law to file the public nuisance against the cranberry grower. See, e.g., 
Jason Stein, Ugly Race, Qualified Candidates, MADISON DAILY J., Sept. 3, 2006, at A1, available at 
http://www.madison.com/archives/read.php?ref=/wsj/2006/09/03/0609020663.php; Press Release, 
Dairy Bus. Ass’n, Attorney General Threatens Wisconsin’s Right to Farm Law (June 23, 2006), 
available at http://www.widba.com/Files_pdf/AttorneyGeneralThreatensWisconsin.pdf. In 
addition, partly as a result of the Attorney General’s lawsuit, legislation was introduced in 
Wisconsin that would have severely restricted the attorney general’s authority to file public 
nuisance cases. See S.B. 425, 2005 Sess. (Wis. 2005). 
 120 See generally Andrew C. Hanson, Concentrated Animal Feeding Operations and the 
Common Law, in COMMON LAW REMEDIES FOR PROTECTING THE ENVIRONMENT: A GUIDE TO 

HEROIC LITIGATION (Denise Antolini & Cliff Rechtschaffen eds., 2006). 
 121 RESTATEMENT (SECOND) OF TORTS §§ 821B, 822 (1979). The defendant’s conduct can be 
intentional and unreasonable, negligent, or based on strict liability. See Milwaukee Metro. 
Sewerage Dist. v. Milwaukee (MMSD), 691 N.W.2d 658, 670, 675–76 (Wis. 2005) (noting that public 
and private nuisance essentially have the same elements, except that a public nuisance arises from 
interference with a right common to the public). 
 122 ROBERT PERCIVAL ET AL., ENVIRONMENTAL REGULATION: LAW, SCIENCE AND POLICY 85 (4th 
ed. 2003) (“Even in cases of public nuisance, the common law has proved to be a crude 
mechanism at best for controlling the onslaught of modern-day pollution.”); M. Stuart Madden, 
The Vital Common Law: Its Role in a Statutory Age, 18 U. ARK. LITTLE ROCK L. REV. 555, 560–61 
(1996). 
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1. NPDES Protects Water Quality Through Numeric Pollutant Limits and 
Best Management Practices 

First, NPDES permits employ enforceable numeric limits and best 
management practices as effluent limitations.123 Compliance with the 
numeric limits and best management practices means compliance with the 
NPDES permit, and in turn, the Clean Water Act.124 Assuming the permit 
limits and practices were established to protect water quality standards, 
compliance also means protection of water quality. 

In contrast, the trial court in Zawistowski found that discharges of 
phosphorus were having an adverse impact on Musky Bay, but found that 
the adverse impacts did not amount to a public nuisance, without comparing 
the water pollution to any applicable narrative or numeric water quality 
standards.125 In other words, the nuisance standard, alone, cannot be 
consistently relied upon to protect water quality because it does not hinge 
on a legislative determination of how much water pollution is “too much.” A 
promulgation of water quality standards under the Clean Water Act by the 
state legislature would help solve that problem. 

2. NPDES Civil Liability Is “Strict” 

Second, NPDES permit liability is strict,126 which renders irrelevant the 
reasonableness, intentionality, or negligence of the conduct critical to a 
nuisance analysis.127 In terms of defining civil liability, it does not matter 
how reasonable a grower’s actions might have been in violating the 
conditions of his NPDES permit, whether he intended to discharge the 
phosphorus-laden bog water into Musky Bay without such a permit, or how 
much damage to the lake might have occurred as a result. 

 
 123 33 U.S.C. § 1365(f) (2000) (defining “effluent limitation”); Waterkeeper Alliance v. Envtl. 
Prot. Agency, 399 F.3d 486, 502–03 (2d Cir. 2005) (holding that best management practices fall 
within the definition of effluent limits under the Clean Water Act). 
 124 33 U.S.C. § 1342(k) (2000). 
 125 State v. Zawistowski, No. 04-CV-75, at 13, 25–26 (Wis. Cir. Ct., Sawyer County, Wis. Apr. 5, 
2006). 
 126 33 U.S.C. § 1311(a) (2000) (discharge of a pollutant to navigable waters prohibited except 
in compliance with a NPDES permit); United States v. Pozsgai, 999 F.2d 719, 725 (3d Cir. 1993); 
United States v. Amoco Oil Co., 580 F. Supp. 1042, 1050 (W.D. Mo. 1984); Stoddard v. W. 
Carolina Reg’l Sewer Auth., 784 F.2d 1200, 1208 (4th Cir. 1986). 
 127 See RESTATEMENT (SECOND) OF TORTS § 821D (1979) (defining private nuisance); id. § 822 
cmt. a (describing the types of conduct that create nuisance liability). As for private nuisance, it 
is important to distinguish between the first two types of conduct that can give rise to a private 
nuisance, that is, “intentional and unreasonable” conduct and “negligent” conduct. MMSD, 691 
N.W.2d at 671 (citing RESTATEMENT (SECOND) OF TORTS § 822). The difference is important 
because each requires different elements of proof. An interference with a person’s use and 
enjoyment of land is “intentional” if the actor “(a) acts for the purpose of causing it, or (b) 
knows that it is resulting or is substantially certain to result from his conduct.” MMSD, 691 
N.W.2d at 672 (citing RESTATEMENT (SECOND) OF TORTS § 825). In other words, the defendant 
may not intend to cause harm to others, but because of the nature of the defendant’s lawful 
business activities, he knows that he is doing harm to others. MMSD, 691 N.W.2d at 672 
(citations omitted). 
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For example, in Zawistowski, the trial court explained in detail how the 
evidence at trial showed that Zawistowski intended to discharge the bog 
water and knew what effect it was having on Musky Bay.128 On the other 
hand, the court noted that Zawistowski was not applying more phosphorus 
than what other growers typically apply, which relates to the 
“reasonableness” of Zawistowski’s actions.129 Ultimately, the court 
concluded that the interference with the use and enjoyment of Musky Bay 
was not so substantial as to amount to a nuisance.130 All of this discussion 
becomes superfluous when the NPDES permit program is employed. What 
matters is whether the NPDES effluent limits have been violated and the 
best management practices have not been implemented. If that is the case, 
liability is clear. And, if relevant at all, the damage to the lake relates to 
appropriate injunctive relief and civil penalties, not liability.131 

3. NPDES Permits Prevent Pollution, Rather Than Solely Abate it After it 
Happens 

Third, the relative ease of implementation and enforcement of the Clean 
Water Act’s NPDES permit scheme should operate to save the public money 
spent on cleaning up waterways after they are already degraded. Effluent 
limits and best management practices for cranberry bogs can be categorically 
applied through NPDES permits to all cranberry bogs, rather than only to the 
operations that are causing the most severe water quality impacts. NPDES 
permits should obviate the need for public nuisance litigation that, where the 
state prevails, results in only site-specific environmental protection. 

For example, in Zawistowski, the trial court noted that there was no 
governing standard for the appropriate amount of phosphorus to be 
discharged into Musky Bay.132 And, even if the attorney general obtained the 
injunctive relief that it sought and Musky Bay were cleaned up, one is left to 
wonder what should be done on other lakes polluted by surface water 
discharges from cranberry bogs in cranberry producing states like Wisconsin, 
Massachusetts, and Washington. The general deterrent effect of nuisance 
litigation is doubtful where the litigation outcome depends largely on site-
specific circumstances that other cranberry growers may not think apply to 
them. Application of the NPDES permit program would create a standard of 
care through mandatory implementation of effluent limits and best 
management practices that would apply throughout the industry, not just at 
specific facilities. Furthermore, the NPDES permit program would provide 
cranberry growers with clear standards, taking away the uncertain liability 
created by the threat of common law nuisance actions. 

 
 128 Zawistowski, No. 04-CV-75 at 13.  
 129 Id. at 4. 
 130 Id. at 25–26. 
 131 33 U.S.C. § 1319(d) (2000) (establishing “seriousness of the violation” as a factor to be 
considered by courts in imposing civil penalties on persons liable for violating the Clean Water 
Act). 
 132 Zawistowski, No. 04-CV-75 at 14. 
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4. Public Nuisance Actions Mimic the Failed Pre-NPDES Statutory Scheme 

In fact, using public nuisance law to address water pollution from 
cranberry bogs is akin to relying on the failed statutory scheme that 
preceded the 1972 Clean Water Act Amendments.133 The previous water 
pollution control scheme in the United States relied exclusively on 
measuring compliance with water quality standards from point source 
dischargers in determining whether water pollution existed and whether it 
needed to be abated.134 In short, the government had to prove not that any 
effluent limits in a permit were being violated, because there were none, but 
instead that water quality standards in the receiving water were being 
violated.135 This was costly, time consuming, and generally difficult to do.136 
This failed “water quality based” approach led to enactment of the modern 
version of the NPDES permit program today. Significantly, the NPDES 
permit program does not depend exclusively on demonstrated harm to the 
environment before jurisdiction attaches; if the permit requirement is 
triggered, then a permit must be obtained that incorporates effluent limits, 
including those more stringent limits needed to meet water quality 
standards.137 Further, the NPDES program was designed to make it 
unnecessary to trace pollution back from an over-polluted waterbody, and 
then decide which sources needed to be abated.138 

However, a common law action similar to Zawistowski includes all of 
the problems with the pre-Clean Water Act scheme. Specifically, the 
attorney general was required to show “unreasonable” harm to Musky Bay 
before any abatement measures could be ordered by a court. Relying on the 
common law as a means of regulating phosphorus and pesticide discharges 
from cranberry bogs is an inefficient step backwards in controlling pollutant 
discharges and protecting water quality. 

5. NPDES Permit Liability Is Not Necessarily Limited by Right to Farm Laws 

Nuisance liability can be precluded by application of state Right to 
Farm laws. NPDES permit implementation and enforcement obviates the 
need to address liability questions presented by those laws. Right to Farm 
laws typically insulate agricultural uses from common liability when the 
agricultural practices employed are consistent with what is used in the 

 
 133 Cal. ex rel. State Water Res. Bd. v. Envtl. Prot. Agency, 426 U.S. 200, 202–05 (1976). 
 134 Id. 
 135 See 118 CONG. REC. 37,056 (1972) (statement of Rep. Robert E. Jones) (“Other than [the 
Refuse Act], we had the 1965 Water Pollution Control Act, the enforcement provisions of which 
are so cumbersome they have proven to be ineffective—as even the administration itself has 
stated.”); H.R. REP. NO. 92-911, at 394 (1972) (additional views of Bella S. Abzug & Charles B. 
Rangel) (“Even the water quality standards program enacted in 1965 has proven to be of little 
value. More than half of the States unilaterally extended time-tables for achieving the 
standards.”). 
 136 State Water Res. Bd., 426 U.S. at 204–05. 
 137 Id. at 204. 
 138 Id. 
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industry, or where the practices do not present a substantial threat to public 
health and safety.139 Almost every state in the country has a Right to Farm 
law,140 including Wisconsin.141 

Wisconsin’s Right to Farm law was raised as a defense in Zawistowski, 
and both the landowners and the State sought to limit application of that 
law.142 However, Right to Farm laws are typically only a defense to common 
law actions, not statutory actions.143 And, state Right to Farm liability shields 
do not negate federal liability under the Clean Water Act. In short, Right to 
Farm laws become a non-issue with respect to establishing Clean Water Act 
liability for point source discharges from cranberry bogs. 

B. The Clean Water Act Can Resolve Questions of Appropriate Technology 
and Injunctive Relief 

It is worth noting that NPDES permit liability is only as clear as the 
permit that imposes it. For toxic or nonconventional pollutants, such as 
phosphorus or pesticides, the NPDES permit must impose effluent limits 
based on the best available technology economically achievable (BAT) and 
effluent limitation guidelines achievable by BAT.144 Even if EPA does not 

 
 139 Alexander A. Reinert, Note, The Right to Farm: Hog-Tied and Nuisance-Bound, 73 N.Y.U. 
L. REV. 1694, 1695 (1998); Andrew C. Hanson, Brewing Land Use Conflicts: Wisconsin’s Right to 
Farm Law, 75 WIS. LAW 10, 12 (Dec. 2002), available at http://www.wisbar.org/AM/ 
Template.cfm?Section=Search_Archive1&template=/CM/HTMLDisplay.cfm&ContentID=53190. 
 140 Hanson, supra note 139, at 11. 
 141 WIS. STAT. § 823.08 (2006). 
 142 For example, the State of Wisconsin argued that the Right to Farm law must be read 
consistently with Wisconsin’s Public Trust Doctrine, requiring that the state hold navigable 
waters in trust for the public. WIS. CONST. art. IX, § 1. Specifically, Wisconsin’s Public Trust 
Doctrine states: 

The state shall have concurrent jurisdiction on all rivers and lakes bordering on this state 
so far as such rivers or lakes shall form a common boundary to the state and any other 
state or territory now or hereafter to be formed, and bounded by the same; and the river 
Mississippi and the navigable waters leading into the Mississippi and St. Lawrence, and 
the carrying places between the same, shall be common highways and forever free, as 
well to the inhabitants of the state as to the citizens of the United States, without any tax, 
impost or duty therefore. 

Id.; see also Hilton v. Wis. Dep’t of Natural Res., 717 N.W.2d 166, 173 (discussing Wisconsin’s 
Public Trust Doctrine and noting that the Wisconsin Department of Natural Resources is 
charged with administering the public trust for the protection of public rights in navigable 
waters). 
 143 See Reinert, supra note 139, at 1695. 
 144 33 U.S.C. § 1311(b)(2)(A) (2000). Specifically, EPA must establish BAT for classes or 
categories of point sources: 

In order to carry out the objective of this Act there shall be achieved . . . for pollutants 
identified in subparagraphs (C), (D), and (F) of this paragraph, effluent limitations for 
categories and classes of point sources, other than publicly owned treatment works, 
which (i) shall require application of the best available technology economically 
achievable for such category or class, which will result in reasonable further progress 
toward the national goal of eliminating the discharge of all pollutants, as determined in 
accordance with regulations issued by the Administrator pursuant to section 1314(b)(2) 



GAL.HANSON.DOC 4/30/2007  10:08:35 AM 

362 ENVIRONMENTAL LAW [Vol. 37:339 

establish BAT and effluent limitation guidelines for cranberry discharges, 
effluent limits must be set to ensure compliance with water quality 
standards,145 including designated uses, numeric and narrative water quality 
criteria,146 and an antidegradation policy.147 The question then becomes what 
the appropriate technology standard for cranberry bog effluent should be. 

The Clean Water Act can resolve questions about appropriate 
technology to be applied to abate pollutant discharges and also the 
appropriate injunctive relief where violations of a permit have been 
documented. Approximately ninety percent of Wisconsin’s cranberry 
operations use a “flow-through” system for water used in irrigation and 
flooding for frost protection and harvest.148 A flow-through system is one in 
which water is pumped from the source, such as a lake, used directly on the 
cranberry beds, and then discharged back to the lake, sometimes carrying 
with it toxic pesticide residues and phosphorus fertilizers.149 However, some 
cranberry operations in Wisconsin are beginning to use what are called 
“tailwater recovery” systems.150 A tailwater recovery system consists of a 
 

of this title, which such effluent limitations shall require the elimination of discharges of 
all pollutants if the Administrator finds, on the basis of information available to him 
(including information developed pursuant to section 1325 of this title), that such 
elimination is technologically and economically achievable for a category or class of 
point sources as determined in accordance with regulations issued by the Administrator 
pursuant to section 1314(b)(2) of this title, or (ii) in the case of the introduction of a 
pollutant into a publicly owned treatment works which meets the requirements of 
subparagraph (B) of this paragraph, shall require compliance with any applicable 
pretreatment requirements and any other requirement under section 1317 of this 
title . . . . 

Id.; see also id. § 1314(b)(2)(B) (identifying the factors to be taken into account by EPA in 
setting BAT, including “the age of equipment and facilities involved, the process employed, the 
engineering aspects of the application of various types of control techniques, process changes, 
the cost of achieving such effluent reduction, non-water quality environmental impact 
(including energy requirements), and such other factors as the Administrator deems 
appropriate”); id. § 1314(b)(3) (requiring EPA to take cost of achieving the reductions into 
consideration in setting effluent limitation guidelines). 
 145 40 C.F.R. § 122.44(d) (2006) (requiring that NPDES permits ensure compliance with water 
quality standards). 
 146 Id. § 131.3(b) (defining water quality criteria to include narrative and numeric water 
quality criteria); id. § 122.44(d)(1)(i) (requiring a state or EPA to determine whether a discharge 
of pollutants may cause or contribute to a violation of water quality standards, including 
narrative water quality criteria). 
 147 33 U.S.C. § 1313(d)(4)(B) (2000); 40 C.F.R. § 131.12 (2006) (setting forth the antidegradation 
policy under the Clean Water Act); PUD No. 1 v. Wash. Dep’t of Ecology, 511 U.S. 700, 718–19 
(1994). 
 148 Transcript of Record at 199–200, State v. Zawistowski, No. 04-CV-75 (Wis. Cir. Ct., Sawyer 
County, Wis. Apr. 5, 2006). 
 149 Id. at 192–93 (referring to Zawistowski’s cranberry operation as a flow-through system, and 
defining it as one that is not designed to trap or redirect the irrigation, harvest or flood water); see 
also UNIV. OF MASS. CRANBERRY EXPERIMENT STATION, BEST MANAGEMENT PRACTICES GUIDE FOR 

MASSACHUSETTS CRANBERRY PRODUCTION 2 (2000), available at http://www.umass.edu/cranberry/ 
downloads/bmp/introduction.pdf (recommending the isolation of ditch water from external water 
bodies for flow-through systems and prevention of surface water contamination); supra notes 24–
37 and accompanying text (discussing pollutant discharges from cranberry bogs). 
 150 Transcript of Record at 200, Zawistowski, No. 04-CV-75. 
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settling pond at the cranberry operation that is used to collect the water 
used for irrigation and flood protection.151 After settling, the water is 
pumped to a reservoir for later use, fulfilling both water quality and water 
quantity goals for a cranberry operation.152 

Tailwater recovery systems are evolving as the “best available 
technology” used to control pollutant discharges from cranberry operations, 
and already approximately ten percent of Wisconsin’s cranberry growers 
employ those systems.153 Moreover, the Wisconsin Cranberry Growers’ 
Association has adopted a policy that cranberry operations should be 
converted to closed systems to use as little fresh water as possible and to 
prevent pesticides and nutrients from being discharged into surface 
waters.154 Likewise, the Massachusetts Cranberry Experiment Station has 
included tailwater recovery systems on its list of recommended best 
management practices.155 

Once a tailwater recovery system is employed on a cranberry operation, 
the next goal will be to identify appropriate pollutant levels, through effluent 
limits, that may ultimately be discharged to the surface water, if at all.156 
And, if a cranberry bog is violating an effluent limit or a condition of a 
permit, then the most obvious solution is to stop violating the permit. In 
Zawistowski, the State of Wisconsin and private landowners sought to 
require Zawistowski to dredge the phosphorus-laden sediment from Musky 
Bay, having resulted from decades of phosphorus discharges to Musky 

 
 151 Id. at 199–200. 
 152 Id. at 186, 200; see also Natural Res. Conservation Serv., Conservation Practice Standard 
No. 447, Irrigation System, Tailwater Recovery (2004), available at ftp://ftp-fc.sc.egov.usda.gov/ 
NHQ/practice-standards/standards/447.pdf (citing dual purposes of conservation of irrigation 
water supplies and improvement of offsite water quality). 
 153 Transcript of Record at 200, Zawistowski, No. 04-CV-75. 
 154 Id. at 186–87. The Natural Resources Conservation Service and Wisconsin State 
Cranberry Growers’ Association has established a sample “conservation plan” for cranberry 
growers that recommends use of tailwater recovery systems to improve the recovery and reuse 
of surface water. U.S. DEP’T OF AGRIC., NATURAL RES. CONSERVATION SERV., WHOLE FARM 

CONSERVATION PLAN, XYZ CRANBERRY COMPANY, LLC, LINCOLN TOWNSHIP, CRANBERRY COUNTY 
17–18, available at http://www.wiscran.org/WFPlanning/SamplePlan.pdf; see also U.S. DEP’T OF 

AGRIC., NATURAL RES. CONSERVATION SERV., ENVIRONMENTAL QUALITY INCENTIVES PROGRAM: LIST 

OF ELIGIBLE PRACTICES AND PAYMENT SCHEDULE (WISCONSIN) 4–56, available at ftp://ftp-
fc.sc.egov.usda.gov/WI/eqip/2007/cookbook07.pdf (“[Tailwater recovery systems] may be 
applied as part of a conservation management system to support the conservation of irrigation 
water supplies or to improve offsite water quality.”). 
 155 UNIV. OF MASS. CRANBERRY EXPERIMENT STATION, BEST MANAGEMENT PRACTICES GUIDE FOR 

MASSACHUSETTS CRANBERRY PRODUCTION 1 (2000), available at http://www.umass.edu/cranberry/ 
downloads/bmp/water_resource_protection.pdf. 
 156 For example, the State of Wisconsin imposes a 1 milligram per liter (mg/l) effluent limit 
on all point source discharges of more than 60 pounds of phosphorus per month. WIS. ADMIN. 
CODE NR § 217.04(1)(a) (2006). Even in states where there may be no categorical effluent limit 
on phosphorus discharges, or where 1 mg/l may not be sufficient to meet water quality 
standards, those states must determine whether the cranberry bog has the reasonable potential 
to cause or contribute to a violation of water quality standards, including narrative water quality 
criteria, and then impose water quality based effluent limits to prevent those violations. 40 
C.F.R. § 122.44(d)(1) (2006). 
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Bay.157 Of course, this would presumably be expensive and onerous. If, 
however, Zawistowski had a NPDES permit that limited the extent of his 
phosphorus discharges to the bay, and if Zawistowski had violated that 
permit, the appropriate injunctive relief would have been to comply with the 
permit and to undertake measures at the cranberry operation to ensure that 
compliance, whether through implementation of a tailwater recovery system 
or, where a system is already implemented, compliance, with effluent limits 
and practices designed to properly maintain that system. 

VII. CONCLUSION 

Discharges from cranberry bogs can cause serious water pollution. 
Unlike other agricultural sources, cranberry bog discharges are not diffuse 
sources of runoff, nor do the discharges merely consist of “irrigation return 
flow” as Congress apparently meant when it used that phrase. Water is 
pumped from surface waters to flood cranberry beds that are below-grade 
and designed to hold water for extended periods of time. During the growing 
season, pesticides and fertilizers are applied. When the bogs are flooded and 
drained, in flow-through systems like Mr. Zawistowski’s, those pesticides 
and fertilizers are discharged through discrete point sources back into the 
navigable waters, damaging aquatic life and water quality in the process. In 
short, the lack of clarity of the irrigation return flow exemption poses a 
serious obstacle to application of the NPDES permit program to cranberry 
bogs, but not an insurmountable one. Designed primarily for western 
farmers on arid lands, the exemption has likely been given too much breadth 
in light of its legislative and regulatory history. 

The Clean Water Act’s NPDES permit program is ideal for addressing 
the problems associated with cranberry bog discharges. The pollutant 
discharges are discrete, identifiable, well-documented, and arguably, not 
subject to the irrigation return flow exemption. And, the technology and 
management practices exist to reduce and eliminate those discharges 
through tailwater recovery systems and nutrient management practices. 
Further, applying the NPDES permit program reduces the need for 
expensive public nuisance litigation that may have only isolated 
environmental benefits that fail to address a more common and widespread 
problem in cranberry producing states. As a result, those states and EPA 
should broadly apply the NPDES permit program, and narrowly apply the 
irrigation return flow exemption, to cranberry growing operations to reduce 
and eliminate polluted cranberry bog discharges where they occur. 

 
 157 Complaint at 1–2, State v. Zawistowski, No. 04-CV-75 (Wis. Cir. Ct., Sawyer County, Wis. 
Jun. 8, 2004). 
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AbUVTacV

SQlaT RQYeT iU a TePeYable ePeTg[ UQWTce YiVh gTeaV RQVePVial VQ helR OeeV iPcTeaUiPg
glQbal ePeTg[ deOaPdU aPd TedWce QWT TeliaPce QP fQUUil fWelU. HQYeXeT, TeUeaTch iU
UcaTce QP hQY UQlaT faciliVieU a×ecV Yildlife. WiVh iPRWV fTQO RTQfeUUiQPalU iP ecQlQg[,
cQPUeTXaViQP, aPd ePeTg[, Ye cQPdWcVed a TeUeaTch‐RTiQTiVi\aViQP RTQceUU aPd
idePViÒed ke[ SWeUViQPU Peeded VQ beVVeT WPdeTUVaPd iORacVU Qf UQlaT faciliVieU QP
Yildlife. We fQcWUed QP aPiOal behaXiQT, Yhich caP be WUed VQ idePVif[ RQRWlaViQP
TeURQPUeU befQTe OQTValiV[ QT QVheT ÒVPeUU cQPUeSWePceU aTe dQcWOePVed. BehaXiQTal
UVWdieU caP alUQ Q×eT aRRTQacheU VQ WPdeTUVaPd Vhe OechaPiUOU leadiPg VQ PegaViXe
iPVeTacViQPU (e.g., cQlliUiQP, UiPgeiPg, aXQidaPce) aPd RTQXide iPUighV iPVQ OiVigaViPg
e×ecVU. HeTe, Ye TeXieY hQY behaXiQTal TeURQPUeU VQ UQlaT faciliVieU, iPclWdiPg
ReTceRViQP, OQXeOePV, habiVaV WUe, aPd iPVeTUReciÒc iPVeTacViQPU aTe RTiQTiV[ TeUeaTch
aTeaU. AddTeUUiPg VheUe VheOeU Yill lead VQ a OQTe cQORTehePUiXe WPdeTUVaPdiPg Qf
Vhe e×ecVU Qf UQlaT RQYeT QP Yildlife aPd gWide fWVWTe OiVigaViQP.

1 ØN6ROD7C6ØON



AU Vhe glQbal hWOaP RQRWlaViQP cQPViPWeU VQ gTQY, ePeTg[ deOaPd iPcTeaUeU (ØEA, 2019;
Pa\heTi, OVhOaP, & Malik, 2014). AlVhQWgh fQUUil fWelU UVill dQOiPaVe ePeTg[ RTQdWcViQP,
TePeYable ePeTg[ UQWTceU aTe a TaRidl[ eZRaPdiPg UecVQT Qf Vhe glQbal ePeTg[ OaTkeV
(ØUlaO, HWda, AbdWllah, & SaidWT, 2018; USEØA, 2019). RePeYable TeUQWTceU caP helR
cQObaV cliOaVe chaPge, aPd YiVh falliPg RTQdWcViQP cQUVU, UeTXe aU aP ecQPQOical
alVeTPaViXe VQ fQUUil fWelU (ØRENA, 2019). MQUV U.S. UVaVeU PQY haXe RePeYable PQTVfQliQ
SVaPdaTdU aPd QVheT RQlicieU VhaV fWTVheT iPcePViXi\e RTQdWcViQP Qf TePeYable ePeTg[
(NCCETC, 2020; NREL, 2019).

The PWObeT aPd Ui\e Qf WViliV[‐Ucale (e.g., >20 MW) UQlaT ePeTg[ faciliVieU (heTeafVeT UQlaT
faciliVieU) haXe dTaOaVicall[ iPcTeaUed dWTiPg Vhe RaUV 20 [eaTU (FigWTe 1; HeTPaPde\ eV al.,
2014); fQT eZaORle, Vhe aXeTage WViliV[‐Ucale RhQVQXQlVaic (PV) U[UVeO iPUVallaViQP Ui\e
iPcTeaUed QXeT 80% fTQO 2010 VQ 2019 iP Vhe UPiVed SVaVeU (NREL, 2020). SQlaT ePeTg[
VechPQlQgieU V[Ricall[ fall iPVQ VYQ OaiP caVegQTieU: (a) PV cellU VhaV cQPXeTV UWPlighV iPVQ
elecVTical cWTTePV (FigWTeU 1C aPd 2) cQPcePVTaViPg UQlaT RQYeT (CSP) Yhich WUeU OiTTQTU VQ
fQcWU UWPlighV VQ heaV ÓWidU VhaV RQYeT UVeaO VWTbiPeU QT gePeTaVQTU (FigWTe 1D,E).



FØGURE 1

ORGP KP ÒIWTG XKGYGT ^PQYGTPQKPV

(a) AP eZaORle Qf RhQVQXQlVaic (PV) UQlaT RaPelU aV VQRa\ UQlaT (550 MW; 4,700 acTeU). PhQVQ b[ PaciÒc SQWVhYeUV

RegiQP fTQO SacTaOePVQ, U.S.ÄSQlaT PaPelU aV VQRa\ UQlaT 1, PWblic DQOaiP,

hVVRU://cQOOQPU.YikiOedia.QTg/Y/iPdeZ.RhR?cWTid=36895794. ØPUeV: aeTial RhQVQ b[ EaTVh ObUeTXaVQT[ iOage b[

JeUUe AlleP, WUiPg EO‐1 ALØ daVa RTQXided cQWTVeU[ Qf Vhe NASA EO‐1 VeaO. PWblic DQOaiP,

hVVRU://cQOOQPU.YikiOedia.QTg/Y/iPdeZ.RhR?cWTid=38864327. (b) AP eZaORle Qf a cQPcePVTaViPg UQlaT RQYeT (CSP)

VQYeT aV ØXaPRah SQlaT ElecVTic GePeTaViPg S[UVeO (377 MW; 3,500 acTeU). PhQVQ b[ CTaig DieVTichÄFlickT: ØXaPRah

SQlaT PQYeT FaciliV[, CC BY 2.0, hVVRU://cQOOQPU.YikiOedia.QTg/Y/iPdeZ.RhR?cWTid=28676343. ØPUeV: aeTial RhQVQ b[

JllO06ÄOYP YQTk, CC BY‐SA 4.0, hVVRU://cQOOQPU.YikiOedia.QTg/Y/iPdeZ.RhR?cWTid=42975801. (c) AP eZaORle Qf a

CSP RaTabQlic VTQWgh aV SQlaT EPeTg[ GePeTaViPg S[UVeOU (SEGS; 354 MW; 1,600 acTeU). PhQVQ b[ USA.GQXÄBLMÄ

PWblic dQOaiP



FØGURE 2

ORGP KP ÒIWTG XKGYGT ^PQYGTPQKPV

(a) CQPcePVTaViPg UQlaT RQYeT (CSP) faciliVieU caP caWUe diTecV OQTValiV[ VQ aeTial URecieU VhaV Ó[ iPVQ UQlaT ÓaTe, UWch

aU VhiU [ellQY‐TWORed YaTbleT bWTPed Oid‐aiT aV ØXaPRah (RhQVQgTaRh b[ U.S. FiUh aPd Wildlife SeTXice, 2013, RWblic

dQOaiP). (b) CSP QT PV faciliVieU caP cTeaVe a Èlake e×ecVÉ (RhQVQgTaRh b[ KeTT[ HQlcQOb, WUed YiVh ReTOiUUiQP,

ØXaPRah SQlaT ElecVTic GePeTaViPg S[UVeO, CA); YaVeT biTdU VhaV OiUVakePl[ laPd QP Vhe haTd UWTfaceU caP die QP

iORacV, becQOe iPjWTed, QT aTe WPable VQ Vake Q× fTQO VeTTeUVTial UWTfaceU aPd WlViOaVel[ die Qf eZRQUWTe

OWT cWTTePV WPdeTUVaPdiPg Qf Vhe iORacVU Qf UQlaT faciliVieU QP Yildlife iU liOiVed, deURiVe
Vhe Race aPd Ucale Qf iVU deXelQROePV. EPXiTQPOePVal e×ecVU, UWch aU UQil eTQUiQP,
chaPgeU iP YaVeT WUe, aPd iPcTeaUeU iP lQcal VeOReTaVWTe, aTe Yell dQcWOePVed (BaTTQP‐
Ga×QTd eV al., 2016; HeTPaPde\ eV al., 2014; MQQTe‐O'LeaT[ eV al., 2017). A feY UVWdieU
UWggeUV VhaV UQlaT faciliVieU cQWld a×ecV Yildlife VhTQWgh eZclWUiQPaT[ fePciPg, habiVaV
deUVTWcViQP QT alVeTaViQP, aPd diTecV OQTValiV[ (Table 1; NQTVhTWR & WiVVeO[eT, 2013;
WalUVQP, RQlliPU, LaGQT[, SOiVh, & Me[eTU, 2016), bWV VheiT TelaViXe UcaTciV[ highlighVU Vhe
Peed fQT addiViQPal TeUeaTch (Uee alUQ Agha, LQXich, EPPeP, & TQdd, 2020). ØP RaTVicWlaT,
UVWdieU Qf Yildlife behaXiQTal TeURQPUe VQ UQlaT faciliVieU haXe beeP called fQT, iPclWdiPg b[
YQTkiPg gTQWRU fQcWUed QP biTd iPVeTacViQPU YiVh UQlaT faciliVieU (ASCWG, 2020; ASWG,
2020); bWV UWch UVWdieU aTe laTgel[ UVill lackiPg fTQO Vhe liVeTaVWTe (LQXich & EPPeP, 2011;
NQTVhTWR & WiVVeO[eT, 2013).



6ABLE 1. EZaORleU Qf diTecV iPjWT[ aPd OQTValiV[ e×ecVU, aU Yell aU UecQPdaT[ OQTValiV[
e×ecVU, QP Yildlife URecieU VhaV WUe Vhe aiTURace aPd laPd cQXeTU aV UQlaT ePeTg[ faciliVieU.
NQVed e×ecVU aTe baUed QP a UelecV PWObeT Qf gQXeTPOePV aPd ReeT‐TeXieYed liVeTaVWTe
UQWTceU, bWV PQV a cQORleVe UWTXe[ QT U[PVheUiU Qf Vhe cWTTePV liVeTaVWTe

NQVe: 1. CQUVaPViPi, GWUViP, FeTTaTiPi, aPd Dell'OOQ (2016); 2. Diehl, Valde\, PTeUVQP, Wellik, aPd CT[aP (2016); 3. HQ

(2016); 4. HQTX�Vh eV al. (2010); 5. HWUQ, DieVUch, aPd NicQlai (2016); 6. Jeal, PeTQld, RalUVQP‐PaVQP, aPd R[aP (2019); 7.

Jeal, PeTQld, Se[OQWT, RalUVQP‐PaVQP, aPd R[aP (2019); 8. KagaP, ViPeT, TTail, aPd EURiPQ\a (2014); 9. LQUU, DQTPiPg,

aPd Di×ePdQTfeT (2019); 10. LQXich aPd EPPeP (2011); 11. McCTaT[, McKeTPaP, SchTeibeT, WagPeT, aPd SciaTTQVVa

(1986).

DiTecV

iPjWT[/OQTValiV[

SQlaT ÓWZ BiTdU, iPUecVU 2, 3, 4, 6,

7, 8, 9, 10

UPdeÒPed VTaWOa BiTdU 8

ØORacV VTaWOa BiTdU, baVU 1, 2, 3, 5,

6, 8, 11

ElecVTQcWViQP BiTdU 6, 8, 11

EPVTaROePV/dTQYPiPg iP YaVeT iP‐Vake

UVTWcVWTeU aPd eXaRQTaViQP RQPdU

BiTdU, OaOOalU, iPUecVU 4, 6, 7

EPVTaROePV iP UQil TWVU fTQO Xehicle

RaUUage

AORhibiaPU, TeRVileU 10

SecQPdaT[

OQTValiV[

PTedaViQP VTaWOa AORhibiaPU, biTdU, TeRVileU 10, 8

LighV RQllWViQP AORhibiaPU, biTdU, baVU, QVheT

OaOOalU, iPUecVU, TeRVileU

4, 5, 10

ElecVTQOagPeVic Òeld e×ecVU AORhibiaPU, baVU, iPUecVU,

TeRVileU

4, 10

OVheT aPVhTQRQgePic e×ecVU AORhibiaPU, biTdU, baVU, QVheT

OaOOalU, iPUecVU, TeRVileU

5, 7, 8, 10

E×GEV 6CZC C×GEVGF 5QWTEG1



BehaXiQTal TeURQPUeU aTe QfVeP Vhe OQUV XiUible UigPU Qf deVTiOePVal e×ecVU, aU behaXiQTal
UhifVU aTe WUWall[ aP aPiOal'U ÒTUV TeURQPUe VQ ePXiTQPOePVal chaPge (DiOiVTi & LQPglaPd,
2018; NQTVhTWR & WiVVeO[eT, 2013). AlVhQWgh diTecV OQTValiV[ iU Vhe OQUV QbXiQWU UigP Qf
PegaViXe iORacVU, laTge ePeTg[ faciliVieU Oa[ alUQ iORacV iPdiXidWal ÒVPeUU, aU OeaUWTed b[
UWTXiXal aPd TeRTQdWcViQP (heTeafVeT ÈÒVPeUUÉ), TeUWlViPg iP RQRWlaViQP‐leXel iORacVU VhaV
aTe haTdeT VQ SWaPVif[ YiVhQWV lQPg‐VeTO deOQgTaRhic UVWdieU QT WUiPg behaXiQTal
QbUeTXaViQPU. FQT eZaORle, iPdiXidWalU cQWld decTeaUe OaViPg behaXiQT iP TeURQPUe VQ
iPcTeaUed diUVWTbaPce (HQllQTaP, KaiUeT, & HWbeTV, 2010), UVTeUU leXelU (LQXich & EPPeP,
2011), aPd RQllWViQP (PeVeTUQP eV al., 2017). ØP addiViQP, behaXiQTal UVWdieU caP Q×eT
aRRTQacheU VQ WPdeTUVaPd Vhe OechaPiUOU leadiPg VQ PegaViXe e×ecVU aPd VQ RTQXide
OiVigaViXe UVTaVegieU. APiOal behaXiQT haU beeP UWcceUUfWll[ WVili\ed b[ Yildlife aPd PaVWTal
TeUQWTce OaPageTU VQ OiVigaVe RTQbleOU aPd iORTQXe OaPageOePV UVTaVegieU (BeTgeT‐Tal
eV al., 2011; DiOiVTi & LQPglaPd, 2018). FQT eZaORle, aPiOal behaXiQT haU beeP WUed VQ
WPdeTUVaPd aPd deXelQR aRRTQacheU VQ OiVigaVe aXiaP cQlliUiQPU aV aiTRQTVU (BlackYell &
FeTP�Pde\‐JWTicic, 2013). ØV iU iOReTaViXe fQT Vhe UQlaT iPdWUVT[ VQ iPcQTRQTaVe behaXiQTal
TeUeaTch PQY, iP a TelaViXel[ eaTl[ UVage Qf Vhe UQlaT bQQO, VQ ePUWTe UQlaT RQYeT iU
UWUVaiPable fQT lQcal Yildlife RQRWlaViQPU aPd VQ aXQid UiOilaT deXelQROePVal aPd legal
RiVfallU VhaV RlagWed Vhe YiPd iPdWUVT[ iP iVU eaTl[ bQQO (BTQYP & EUcQbaT, 2007).

UUiPg a OWlViRhaUe TeUeaTch‐RTiQTiVi\aViQP RTQceUU (Uee 5WRRQTVKPI ØPHQTOCVKQP 1 HQT
deVailed OeVhQdU) Ye iORleOePVed aP QPliPe UWTXe[ VQ aUk RTQfeUUiQPalU iP Vhe ÒeldU Qf
ecQlQg[, cQPUeTXaViQP aPd ePeTg[ VQ idePVif[ ke[ behaXiQTal TeUeaTch SWeUViQPU TelaVed VQ
RQVePVial Yildlife cQPUeTXaViQP iUUWeU aV UQlaT faciliVieU (Uee 5WRRQTVKPI ØPHQTOCVKQP 2 fQT
fWll UWTXe[). We TedWced aPd RTiQTiVi\ed VheUe SWeUViQPU aV a 2019 YQTkUhQR held b[ Vhe
APiOal BehaXiQT SQcieV[ CQPUeTXaViQP CQOOiVVee (5WRRQTVKPI ØPHQTOCVKQP 1), aPd
UWOOaTi\e heTe Vhe eOeTgiPg VheOeU VhaV TeUWlVed fTQO VhiU RTQceUU (Table 2).

6ABLE 2. Ke[ VheOeU iP aPiOal behaXiQT TeUeaTch VhaV cQWld iORTQXe QWT WPdeTUVaPdiPg
Qf iORacVU Qf UQlaT faciliVieU QP Yildlife aPd RQVePVial UQlWViQPU. TheUe VheOeU eOeTged
fTQO a OWlViRhaUe TeUeaTch RTiQTiVi\aViQP RTQceUU (Uee SWRRQTViPg ØPfQTOaViQP 1) aPd Vhe
ÒPal liUV Qf RTiQTiV[ TeUeaTch SWeUViQPU (Table S4)

PeTceRViQP BlackYell, FeTP�Pde\‐JWTicic,DQ UQlaT faciliVieU

6JGOG RGUGCTEJ CTGCU RGUGCTEJ RTKQTKV[

SWGUVKQPU

EZCORNGU HTQO VJG NKVGTCVWTG

TGNCVGF VQ QT CRRNKECDNG VQ

UQNCT RQYGT HCEKNKVKGU



R

Qf UQlaT

faciliVieU:

PaVWTal

aVVTacViQP

QT

deVeTTePce?

1. UPdeTUVaPd facVQTU

iPXQlXed iP Yildlife

ReTceRViQP Qf UQlaT

faciliVieU

2. QWaPVif[ ke[

UePUQT[

OechaPiUOU Qf

URecieU YiVh high

OQTValiV[ aV faciliVieU

3. UUe iPfQTOaViQP iP

ReTceRViQP OQdelU

VQ SWaPVif[

cQPURicWQWUPeUU Qf

faciliV[ eleOePVU

4. MQdif[ faciliV[

eleOePVU VQ

ePhaPce QT TedWce

cQPURicWQWUPeUU

aPd OeaUWTe

, J ,

SeaOaPU, aPd DQlaPU (2009),

HQTX�Vh eV al. (2010), BlackYell aPd

FeTP�Pde\‐JWTicic (2013), ATPeVV,

HeiP, SchiTOacheT, HWUQ, aPd

S\eYc\ak (2013), KagaP eV al.

(2014), SOiVh aPd DY[eT (2016),

FeTP�Pde\‐JWTicic (2016), S\�\ eV al.

(2016)

aVVTacV QT deVeT
URecieU?

WhaV aTe Vhe
behaXiQTal/UePUQT[
OechaPiUOU
iPXQlXed iP cTeaViPg
aVVTacViQP QT
deVeTTePce VQ UQlaT
faciliVieU?

WhaV chaTacVeTiUVicU
Qf UQlaT faciliVieU aTe
aVVTacViPg aPd/QT
deVeTTiPg ceTVaiP
URecieU? WhaV aTe
Vhe ÒVPeUU
cQPUeSWePceU?

HQY caP UQlaT
faciliVieU be deUigPed
VQ TedWce aVVTacViQP
aPd TedWce PegaViXe
ÒVPeUU
cQPUeSWePceU?

2 9ØLDLØFE PERCEP6ØON OF 5OLAR FACØLØ6ØE5
SQlaT faciliVieU haXe Vhe RQVePVial VQ deVeT, aVVTacV, QT be iOReTceRVible VQ iPdiXidWalU, all Qf
Yhich caP lead VQ PegaViXe cQPUeSWePceU fQT a XaTieV[ Qf URecieU (KagaP eV al., 2014; SOiVh
& DY[eT, 2016). AXQidaPce Qf UQlaT faciliVieU Oa[ lead VQ WUe Qf lQYeT SWaliV[ habiVaV QT
RQRWlaViQP fTagOePVaViQP (HeTPaPde\ eV al., 2014; SaWPdeTU, HQbbU, & MaTgWleU, 1991)
aPd URecieU aVVTacVed VQ UQlaT faciliVieU OighV be XicViOU Qf ecQlQgical VTaRU (RQbeTVUQP &
HWVVQ, 2006). WheP URecieU aVVTacVed VQ faciliVieU eZReTiePce lQY UWTXiXal QT TeRTQdWcViQP
QPUiVe, TegiQPal RQRWlaViQP d[PaOicU cQWld fQllQY a UQWTce‐UiPk RaVVeTP, a×ecViPg
RQRWlaViQPU be[QPd UiVe bQWPdaTieU (DelibeU, GaQPa, & FeTTeTaU, 2001). AlVeTPaViXel[, UQlaT
faciliVieU Oa[ aVVTacV aPd RTQXide high SWaliV[ habiVaV fQT PQP‐PaViXe QT WTbaP adaRVed
URecieU (HWfbaWeT eV al., 2011; TWQOaiPeP & CaPdQliP, 2011). High RQRWlaViQP dePUiV[ Qf a
feY URecieU cQWld haXe caUcadiPg e×ecVU, RQVePViall[ TedWciPg fQQd Yeb iPVegTiV[ (JeUUQR,
SOiUUeP, ScheeliPgU, & DeORUVeT, 2012) QT alVeTiPg URecieU' iPVeTacViQPU (Uee belQY).
SRecieU WPable VQ deVecV QT aXQid UVTWcVWTeU (e.g., RQYeT liPeU, glaUU YiPdQYU) aTe aV TiUk Qf
cQlliUiQP aPd diTecV OQTValiV[ (BeXaPgeT, 1994).

6JGOG RGUGCTEJ CTGCU RGUGCTEJ RTKQTKV[

SWGUVKQPU

EZCORNGU HTQO VJG NKVGTCVWTG

TGNCVGF VQ QT CRRNKECDNG VQ

UQNCT RQYGT HCEKNKVKGU



AV Vhe cQTe Qf Vhe RTQbleO, Ye dQ PQV fWll[ WPdeTUVaPd Vhe OechaPiUOU iPXQlXed iP Yildlife
ReTceRViQP Qf UQlaT faciliVieU QT all Vhe facVQTU VhaV iPÓWePce aXQidaPce QT aVVTacViQP (bWV
Uee YQTk b[ HQTX�Vh eV al. (2010) aPd QVheTU QP aSWaVic iPUecV aVVTacViQP VQ RQlaTi\ed lighV
aPd UQlaT RaPelU). ØPdiXidWalU deVeTTed b[ PQiUe RQllWViQP OighV aXQid faciliVieU dWTiPg
cQPUVTWcViQP aPd QReTaViQP (HalfYeTk & SlabbekQQTP, 2015) aPd cQWld alUQ be a×ecVed b[
TQad PQiUe fTQO VTaÕc aUUQciaVed YiVh VheO. ØPdiXidWalU OighV be aVVTacVed VQ VheUe UiVeU
becaWUe Qf OicTQcliOaVic cQPdiViQPU, cQXeT, YaVeT aXailabiliV[ (e.g., eXaRQTaViXe cQQliPg
RQPdU; WalUVQP eV al., 2016), ePhaPced RTe[ dePUiV[, lighViPg, cQPfWUiQP Qf XiUWal cWeU, QT
QVheT RQVePVial facVQTU (DQOiPQPi eV al., 2020). We alUQ Peed VQ kPQY if VheTe iU XaTiaViQP iP
ReTceRViQP aPd TeURQPUe VQ UQlaT faciliVieU YiVhiP aPd beVYeeP URecieU aPd aV di×eTePV
VeORQTal UcaleU, bQVh UeaUQPal aPd dail[.

We caP idePVif[ ke[ behaXiQTal TeURQPUeU b[ UVWd[iPg hQY URecieU ReTceiXe UQlaT faciliV[
UVTWcVWTeU (KagaP eV al., 2014) TelaViXe VQ UWTTQWPdiPg laPdUcaRe eleOePVU. UlViOaVel[, VhiU
RTQceUU caP allQY fQT OaPiRWlaViQP Qf UViOWli aPd aUUQciaVed behaXiQT VQ TedWce OQTValiV[
(UePUW BlackYell eV al., 2009 aPd ciVaViQPU VheTeiP). BiTdU, fQT eZaORle, caP eZReTiePce TiUk
Qf OQTValiV[ dWe VQ cQlliUiQP (i.e., diTecV cQPVacV YiVh Vhe UQlaT faciliV[), UQlaT‐ÓWZ (i.e., biTdU
aTe eiVheT bWTPed QT UiPged b[ eZRQUWTe VQ Vhe UQlaT faciliV[; FigWTe 2C), QT becQOe
UVTaPded (i.e., YaVeT biTdU VhaV caPPQV Vake Q× dWe VQ lack Qf YaVeT; ANL & NREL, 2015). ØV iU
VheTefQTe iORQTVaPV VQ WPdeTUVaPd hQY biTdU aPd QVheT Yildlife ReTceiXe UQlaT faciliVieU
aPd Yh[ Vhe[ aTe aVVTacVed, deVeTTed, QT fail VQ deVecV VheO. ØP addiViQP VQ iPdiXidWal
TeURQPUeU VQ cWeU gePeTaVed b[ UQlaT faciliVieU, XWlPeTabiliV[ Yill XaT[ accQTdiPg VQ URecieU'
ecQlQg[ aPd behaXiQT. We diUcWUU belQY hQY aPiOal OQXeOePV, bTeediPg, fQTagiPg
behaXiQT, aPd iPVeTUReciÒc iPVeTacViQPU Oa[ iPÓWePce RQRWlaViQP leXel TeURQPUeU VQ UQlaT
faciliVieU.

3 MO8EMEN6 AND HABØ6A6 75E ØN AND ARO7ND
5OLAR FACØLØ6ØE5
MaP[ aPiOalU, RaTVicWlaTl[ VhQUe liXiPg iP aTid ePXiTQPOePVU YheTe UQlaT faciliVieU aTe OQTe
cQOOQP, aTe liXiPg aV VheiT Rh[UiQlQgical liOiVU; aP[ added OQXeOePV Oa[ VhWU be cQUVl[
(Vale & BTiVQ, 2015). WheVheT aPd hQY OQXeOePVU aTe iPÓWePced b[ a UQlaT faciliV[ Yill be
deVeTOiPed b[: (a) Vhe VTade‐Q× Qf aUUQciaVed bePeÒVU aPd cQUVU, (b) YheVheT URecieU aTe
aVVTacVed QT deVeTTed b[ UQlaT faciliVieU, (c) YheVheT a URecieU iU TeUidePVial QT OigTaVQT[,
aPd (d) Vhe ÒVPeUU iORacV Qf Vhe TeURQPUeU.

3.1 ReUidePV URecieU



SQlaT faciliV[ cQPUVTWcViQP aPd QReTaViQP diTecVl[ aPd iPdiTecVl[ alVeT habiVaV WUe Xia
fWPcViQPal habiVaV fTagOePVaViQP, diUReTUal liOiVaViQPU, RQRWlaViQP iUQlaViQP, aPd alVeTed
habiVaV SWaliV[ (aU RTeXiQWUl[ TeXieYed iP LQXich aPd EPPeP (2011)). FQT eZaORle,
XegeVaViQP aV TQad edgeU aRReaTU VQ aVVTacV AgaUUi\'U deUeTV VQTVQiUeU (GQRheTWU agaUUK\KK)
VQ bWild bWTTQYU VheTe, deURiVe Vhe aRRaTePV PQiUe RQllWViQP aPd TiUk Qf Xehicle cQlliUiQP
(LQXich & DaPielU, 2000; XQP SeckePdQT× HQ× & MaTlQY, 2002). CSP faciliVieU caP iPclWde
eXaRQTaViQP RQPdU YiVh cheOicall[ VTeaVed YaVeTU; VheUe RQllWVed YaVeTU caP kill Xia
dTQYPiPg, RQiUQPiPg, egg OQTValiV[, QT biQOagPiÒcaViQP (Jeal, PeTQld, RalUVQP‐PaVQP, &
R[aP, 2019). ElecVTQOagPeVic ÒeldU cTeaVed b[ bWTied aPd aeTial cableU VTaPURQTViPg ePeTg[
caP a×ecV QTiePVaViQP Qf UQOe QTgaPiUOU, iORaiTiPg habiVaV WUe aPd likel[ caWUiPg
addiViQPal Rh[UiQlQgical haTO (LQXich & EPPeP, 2011; SheRheTd eV al., 2019; W[U\kQYUka,
SheRheTd, ShaTkh, JackUQP, & NeYlaPd, 2016). AlUQ, chaPgeU iP albedQ fTQO XegeVaViQP
TeOQXal cQWld caWUe lQcal iPcTeaUeU iP VeOReTaVWTe aPd eXaRQVTaPURiTaViQP, Yhich Oa[
iPÓWePce OQXeOePV RaVVeTPU, TeRTQdWcViXe UWcceUU, aPd UWTXiXal (BaTTQP‐Ga×QTd eV al.,
2016). AlVhQWgh ceTVaiP habiVaV OQdiÒcaViQPU cQWld bePeÒV URecieU, UWch aU biTdU VhaV caP
eZRlQiV UQlaT faciliV[ UVTWcVWTeU fQT fQTagiPg, TQQUViPg QT PeUViPg (Jeal, PeTQld, RalUVQP‐PaVQP,
& R[aP, 2019) QT RTe[ URecieU VhaV eZReTiePce TedWced RTedaViQP (C[RheT eV al., 2019), iP
OQUV caUeU, OQdiÒcaViQPU aTe likel[ VQ haXe PegaViXe iORacVU.

3.2 MigTaVQT[ URecieU
MigTaVQT[ aPiOalU aTe WPdeT eUcalaViPg VhTeaV dWe VQ gTQYVh iP hWOaP acViXiV[ (HaTdeUV[‐
MQQTe eV al., 2018; WilcQXe & WikelUki, 2008). CQORaTed VQ QVheT gTQWRU Qf URecieU,
OigTaVQT[ biTdU aRReaT VQ UW×eT diURTQRQTViQPaVel[ higheT OQTValiV[ fTQO UQlaT faciliVieU,
RaTVicWlaTl[ VhQUe lQcaVed QP OigTaViQP TQWVeU aPd/QT PeaT bTeediPg aPd YiPVeTiPg
gTQWPdU (WalUVQP eV al., 2016). The gTeaVeT abWPdaPce Qf iPUecV RTe[ aVVTacVed b[ Vhe high
UVTWcVWTeU aPd lighV (Diehl eV al., 2016) likel[ aVVTacVU aeTial iPUecViXQTeU, TeUWlViPg iP a
higheT TiUk VQ bWTPiPg Xia UQlaT ÓWZ fTQO cQPcePVTaVed UQlaT RQYeT (FigWTe 2C; McCTaT[ eV
al., 1986; KagaP eV al., 2014). MigTaVQT[ YaVeT biTd URecieU aTe alUQ UWUceRVible becaWUe
UQlaT faciliVieU Oa[ be ReTceiXed aU YaVeTbQdieU (a h[RQVheUi\ed Èlake e×ecVÉ), aVVTacViPg
VheO VQ laPd aPd iPjWTiPg, killiPg, QT UVTaPdiPg VheO iP Vhe RTQceUU (FigWTe 2D; KagaP eV al.,
2014).

3.3 FaciliV[ UiViPg
The e×ecVU Qf UQlaT faciliVieU QP Yildlife Oa[ be eZaceTbaVed QT OiVigaVed VhTQWgh deciUiQPU
abQWV YheTe VQ bWild VheO. MQdelU haXe beeP deXelQRed aV TegiQPal UcaleU VQ idePVif[
aTeaU VhaV haXe bQVh high RQVePVial fQT UQlaT ePeTg[ deXelQROePV aPd UWiVabiliV[ fQT



URecieU Qf URecial cQPceTP (PhilliRU & C[RheT, 2019), QT high URecieU TichPeUU (ThQOaU eV
al., 2018), TeRTeUePViPg RQVePVial cQPÓicV aTeaU VhaV UhQWld be aXQided. TheUe aPd QVheT
UVWdieU alUQ idePVif[ RTiQTiV[ aTeaU fQT faciliV[ UiViPg VhaV OiPiOi\eU Vhe lQUU Qf high SWaliV[
habiVaV (DRECP, 2020; SVQOU, DaUhiell, & DaXiU, 2013). While VheUe OQdelU RTQXide gTeaVeUV
bePeÒV VQ TeUidePV URecieU, TeUeaTch QP OigTaVQT[ TQWVeU fQT aeTial aPd VeTTeUVTial Yildlife
iU cTiVical VQ iORTQXe UiViPg TecQOOePdaViQPU (e.g., RWegg eV al., 2014). The iPfTaUVTWcVWTe
PeceUUaT[ VQ QReTaVe UQlaT faciliVieU QfVeP eZVePdU faT iPVQ Vhe habiVaV, aPd e×ecVU Qf VheUe
UVTWcVWTeU QP OigTaVQT[ Yildlife haXe beeP dQcWOePVed iP QVheT ePeTg[ UecVQTU. FQT
iPUVaPce, OWle deeT (OdQcQKNeWU heOKQPWU) abaPdQPed fQTOeT OigTaViQP cQTTidQTU aU a
TeUWlV Qf Qil aPd gaU eZRlQTaViQP aPd OQXed iPVQ UWbQRViOal habiVaV, TeUWlViPg iP OigTaViQP
bQVVlePeckU YiVh PQ QbUeTXed accliOaViQP QXeT UeXeTal [eaTU (SaY[eT eV al., 2009). ReiPdeeT
(RaPgKfeT VaTaPdWU) acViXel[ aXQid RQYeT liPeU (ReiOeTU eV al., 2007; ViUVPeU eV al., 2004), a
behaXiQTal TeURQPUe VhaV cQWld UiOilaTl[ alVeT OigTaViQP TQWVeU fQT QVheT WPgWlaVeU. GePe
ÓQY iP RQRWlaViQPU Qf deUeTV bighQTP UheeR (OXKU caPadePUKU PeNUQPK) iU iOReded b[ Vhe
RTeUePce Qf baTTieTU, iPclWdiPg TQadYa[U aPd laTge OiPiPg QReTaViQPU, TeUWlViPg iP TaRid
decliPeU iP gePeVic diXeTUiV[ (ERRU eV al., 2005). MiPiOi\iPg VheUe Q×‐UiVe iORacVU b[ UiViPg
faciliVieU clQUeT VQ eZiUViPg iPfTaUVTWcVWTe iU iORQTVaPV fQT OiVigaViPg e×ecVU QP Yildlife
(SVQOU eV al., 2013).

4 O6HER FØ6NE55 A55OCØA6ED BEHA8ØOR5: FORAGØNG
AND 5PECØE5 ØN6ERAC6ØON5
4.1 FQTagiPg
FQTagiPg iPXQlXeU a cQORleZ UWiVe Qf behaXiQTU, iPclWdiPg deVecViQP Qf fQQd UQWTceU,
ReTceiXiPg VeORQTal aPd URaVial cWeU abQWV fQQd aXailabiliV[, aPd fQQd UeaTchiPg, chQice,
TeVTieXal, aPd RTQceUUiPg. SQlaT faciliVieU OighV alVeT cWeU aPd RTedaViQP TiUk aUUeUUOePV QT
diUTWRV PQTOal UeaTch RaVVeTPU Xia habiVaV chaPge QT cQPUVTWcViQP Qf PQXel QbUVacleU.
TheTefQTe, Ye OWUV WPdeTUVaPd a URecieU' VTQRhic leXel (FaWXelle, DieRUVTaVeP, & JeUUeP,
2017; MQQTe‐O'LeaT[ eV al., 2017) aPd Vhe OechaPiUOU WPdeTRiPPiPg iVU fQTagiPg deciUiQPU
(e.g., QlfacVQT[ cWeU; SchOiVV, ShWVVleYQTVh, WaTd, & ShTadeT, 2018) VQ eUViOaVe Vhe iORacV
Qf laPdUcaRe alVeTaViQP caWUed b[ UQlaT faciliVieU.

SRaVial kPQYledge, Yhich iU cTiVical iP fQTagiPg behaXiQT, iPcTeaUeU iPdiXidWal ÒVPeUU
(SRePceT, 2012), aPd chaPgeU iP URaVial diUVTibWViQP Qf TeUQWTceU Oa[ iORacV URecieU
deRePdiPg QP VheiT caRaciV[ VQ WRdaVe UWch iPfQTOaViQP. AUUeUUOePVU QP Vhe RlaUViciV[ Qf
cQgPiViXe OaRRiPg aPd TQle Qf OeOQT[ iP aPiOal fQTagiPg deciUiQPU YQWld cQPVTibWVe VQ
QWT WPdeTUVaPdiPg abQWV Vhe iORacV Qf UQlaT faciliVieU. FQT eZaORle, biUQP (BKUQP bKUQP)



TeOeObeTed aPd WUed iPfQTOaViQP abQWV lQcaViQP aPd SWaliV[ Qf OeadQYU VQ Oake
OQXeOePV deciUiQPU, bWildiPg iPdiXidWal cQgPiViXe OaRU Qf VheiT ePXiTQPOePV (MeTkle,
FQTViP, & MQTaleU, 2014). SVWdieU Qf URecieU a×ecVed b[ UQlaT faciliVieU OeaUWTiPg Vhe e×ecV
Qf chaPgeU iP Vhe diUVTibWViQP aPd aXailabiliV[ Qf TeUQWTceU QP aPiOal behaXiQT caP helR
RTedicV iORacVU Qf deXelQROePV aV a RQRWlaViQP leXel.

4.2 PTedaViQP, aPViRTedaVQT behaXiQT, aPd cQOReViViQP
HabiVaV OQdiÒcaViQP caP a×ecV RTedaVQTÃRTe[ d[PaOicU (DQTTeUVeijP eV al., 2015; HaYlePa,
SalV\, AbTaOUk[, & BQWUkila, 2010) aPd cQOReViViXe iPVeTacViQPU beVYeeP URecieU (BeTgeT‐
Tal & SalV\, 2019). AV UQlaT faciliVieU, TeÓecViXe UWTfaceU Qf bWildiPgU aPd PV RaPelU cTeaVe
RQlaTi\ed lighV RQllWViQP VhaV aVVTacVU RQlaTQVacVic QTgaPiUOU, iPclWdiPg OaP[ iPUecVU
(HQTX�Vh, KTiUka, Malik, & RQbeTVUQP, 2009). ØPUecViXQTQWU URecieU OighV bePeÒV fTQO Vhe
iPcTeaUed aXailabiliV[ Qf RTe[ bWV VTade Q× RQVePVial daPgeT fTQO cQlliUiQPU YiVh TeÓecViXe
UWTfaceU aPd iPcTeaUed cQOReViViQP fQT fQQd. ØP Vhe MQjaXe DeUeTV, Vhe RQRWlaViQP Qf
WTbaP‐aUUQciaVed cQOOQP TaXePU (CQTXWU cQTaZ) haU iPcTeaUed YiVh deXelQROePV, aPd
Vhe[ eZeTV high RTedaViQP RTeUUWTe QP VhTeaVePed deUeTV VQTVQiUe (KTiUVaP & BQaTOaP,
2003), Yhich alUQ face QVheT iORacVU dWe VQ UQlaT deXelQROePV (LQXich & EPPeP, 2011).

AlVeTPaViXel[, PV RaPelU QT OiTTQTU cQWld UeTXe aU UhelVeT fQT UQOe aPiOalU agaiPUV
RTedaVQTU, eUReciall[ aeTial QPeU, aPd UQlaT faciliV[ bWildiPgU aPd fePceU caP alUQ RTQXide
UhelVeT aPd eUcaRe TQWVeU fQT UOalleT RTe[ b[ eZclWdiPg laTgeT VeTTeUVTial RTedaVQTU
(C[RheT eV al., 2019). ØPcTeaUed XegeVaViQP PeaT UVTWcVWTeU dWe VQ TWPQ× (BLM & DOE,
2012) Oa[ be ReTceiXed aU RTQVecViXe cQXeT fTQO RTedaVQTU (JacQb, 2008), bWV Vhe
XegeVaViQP Oa[ alUQ Oake iV OQTe diÕcWlV VQ deVecV RTedaVQTU. PeTiRheTal XiUibiliV[ haU
beeP UhQYP VQ be XalWed b[ bQVh OaOOalU (BedPekQ× & BlWOUVeiP, 2009) aPd biTdU
(BedPekQ× & LiOa, 1998); iP aTeaU YiVh TedWced ReTiRheTal XiUibiliV[, aPiOalU ReTceiXe a
gTeaVeT TiUk Qf RTedaViQP aPd Oa[ OQdif[ VheiT behaXiQT iP RQVePViall[ OaladaRViXe Ya[U,
UWch aU iPcTeaUiPg ViOe allQcaVed VQ XigilaPce QXeT fQTagiPg.

5 F767RE RE5EARCH AND DE5ØGNØNG 5OL76ØON5
AU eXidePced b[ QWT TeUeaTch aPd VhQUe Qf QVheTU (Agha eV al., 2020; CQPkliPg, LQUU,
Di×ePdQTfeT, DWeTT, & KaV\PeT, 2020), OQTe UVWdieU abQWV Vhe RQVePVial iORacVU Qf UQlaT
faciliVieU QP Yildlife aTe Peeded VQ deXelQR UQlWViQPU. DQcWOePVed e×QTVU VQ deVeT Yildlife
fTQO UQlaT RQYeT faciliVieU aPd QVheT hWOaP‐Oade UVTWcVWTeU iPclWde acQWUVic (ATPeVV eV
al., 2013; Ma[, ReiVaP, BeXaPgeT, LQTePVUeP, & N[g¢Td, 2015; SYaddle, MQUele[, HiPdeTU, &
SOiVh, 2016), XiUWal (MaTViP, 2011; GQlleT, BlackYell, DeVaWlV, BaWOhaTdV, & FeTP�Pde\‐



JWTicic, 2018; HaWUbeTgeT, BQigP¦, LeUiORle, BeliP, & HePT[, 2018), aPd VacVile deVeTTePVU
(HQ, 2016; SeaOaPU, MaTViP, & BelaPV, 2013). EXalWaViQP Qf Vhe e×ecViXePeUU Qf UWch
deVeTTePVU, hQYeXeT, iU QfVeP liOiVed QT iPcQPclWUiXe (e.g., DQTe[, Dicke[, & WalkeT, 2019),
aPd Oa[ PQV addTeUU Yh[ iPdiXidWalU aTe aVVTacVed VQ Vhe faciliVieU QT cQllide YiVh faciliV[
UVTWcVWTeU iP Vhe ÒTUV Rlace. A OQTe e×ecViXe aRRTQach Oa[ be VQ WPdeTUVaPd Yildlife
ReTceRViQP Qf UQlaT faciliVieU aPd OiPiOi\e feaVWTeU VhaV aVVTacV VheO (e.g., HQTX�Vh eV al.,
2010), QT OQdif[ feaVWTeU UQ VhaV Yildlife deVecV VheO aPd aXQid cQlliUiQPU, bWTPiPg aPd
UiPgeiPg. FQT iPUVaPce, Ye caP beVVeT WPdeTUVaPd hQY Yildlife XiUWall[ QT QVheTYiUe
ReTceiXe UQlaT faciliVieU b[: (a) SWaPVif[iPg ke[ RTQReTVieU Qf Vhe UePUQT[ U[UVeOU Qf URecieU
VhaV eZReTiePce high OQTValiV[, (b) WUe VhiU iPfQTOaViQP VQ SWaPVif[ Vhe degTee Qf
cQPURicWQWUPeUU Qf UQlaT RaPelU aPd QVheT UVTWcVWTeU fTQO Vhe URecieU' UePUQT[
ReTURecViXe, VheP (c) OQdif[ Vhe RTQReTVieU Qf Vhe UQlaT RaPelU VQ ePhaPce QT TedWce VheiT
cQPURicWQWUPeUU, aPd (d) OeaUWTe behaXiQTal TeURQPUeU VQ VheUe OQdiÒcaViQPU (BlackYell
& FeTP�Pde\‐JWTicic, 2013; FeTP�Pde\‐JWTicic, 2016). FQT eZaORle, HQTX�Vh eV al. (2010)
VeUVed Vhe aVVTacViQP Qf UeXeTal aSWaVic iPUecV URecieU VQ PV UQlaT RaPelU YiVh XaTiQWU
OQdiÒed feaVWTeU aPd fQWPd VhaV YhiVe‐fTaOed aPd YhiVe‐gTidded RaPelU YeTe leUU
aVVTacViXe VhaP black RaPelU.

OWT UWTXe[ idePViÒed UeXeTal TeUeaTch RTiQTiVieU fQT deUigPiPg UQlWViQPU fQcWUiPg QP YheTe
aPd hQY UQlaT faciliVieU caP be bWilV VQ OiPiOi\e iPÓWePceU QP behaXiQT aPd ÒVPeUU (Table 2
aPd 5WRRQTVKPI ØPHQTOCVKQP 1). APQVheT QXeTaTchiPg SWeUViQP idePViÒed, Yhile PQV UReciÒc
VQ behaXiQT, YaU YheVheT faciliV[ deUigPU UhQWld be eZclWUiQPaT[ QT ReTOeable VQ Yildlife.
SQOe UQlaT faciliVieU aTe cWTTePVl[ eXalWaViPg hQY VQ cQ‐OaPage Yildlife aPd PV RaPelU b[
OakiPg VheO OQTe ReTOeable (e.g., C[RheT eV al., 2019; WilkePiPg & RaWVePUVTaWch, 2019).
NeXeTVheleUU, Vhe aPUYeT VQ VhiU SWeUViQP iU likel[ cQORleZ aPd UReciÒc VQ geQgTaRh[ aPd
URecieU (Uee alUQ MQQTe‐O'LeaT[ eV al., 2017).

WiVh TegaTd VQ aUUeUUiPg aPd OiPiOi\iPg iORacVU Qf UQlaT faciliVieU QP Yildlife, QWT
YQTkUhQR idePViÒed Vhe Peed fQT OQTe RWTRQUefWl UVWd[ deUigPU VQ begiP addTeUUiPg
VheUe RTiQTiV[ SWeUViQPU (Table 2). Ødeall[, a befQTe‐afVeT cQPVTQl‐iORacV deUigP iU deUiTable;
YheTeb[, ke[ behaXiQTU aTe UVWdied befQTe aPd afVeT Vhe UQlaT faciliV[ iU deXelQRed, bQVh aV
Vhe faciliV[ lQcaViQP aPd aV cQPVTQl UiVeU (CQPkliPg eV al., 2020; LQXich & EPPeP, 2011). While
VhiU TaTel[ haRRePU (Uee Agha eV al., 2020), UWch deUigP iU Vhe OQUV RQYeTfWl Ya[ VQ iUQlaVe
Vhe e×ecVU Qf a UQlaT faciliV[ QP behaXiQT Yhile cQPVTQlliPg fQT QVheT URaVial aPd VeORQTal
XaTiaViQP. EZReTiOePVal UVWdieU aUUeUUiPg iORacVU Qf di×eTePV deUigP feaVWTeU (UWch aU
RaPel heighV aPd URaciPg, cQTTidQT RlaceOePV aPd Ui\e, aPd XegeVaViQP VTeaVOePV), iP
addiViQP VQ UVWd[iPg behaXiQT aV di×eTePV diUVaPceU fTQO UQlaT faciliVieU, aTe alUQ PeceUUaT[
VQ OiPiOi\e deVTiOePVal e×ecVU QP Yildlife.



6 CONCL75ØON5
DeXelQROePV Qf WViliV[‐Ucale UQlaT faciliVieU iU eZRecVed VQ cQPViPWe aV a TaRid Race (USEØA,
2019). TheTe iU aP WTgePV Peed VQ addTeUU hQY VQ beVVeT lQcaVe, deUigP, aPd QReTaVe UQlaT
faciliVieU VQ OiVigaVe RQVePVial PegaViXe e×ecVU QP Yildlife RQRWlaViQPU. We haXe highlighVed
OajQT TeUeaTch VheOeU addTeUUiPg hQY aRRTQacheU WUiPg aPiOal behaXiQT caP be WVili\ed
VQ UVWd[ Yildlife‐UQlaT faciliVieU iPVeTacViQPU aPd hQY Vhe[ cQWld lead VQ UQlWViQPU VQ TedWce
PegaViXe e×ecVU. SiOilaT VQ hQY VhQUe iP Vhe YiPd ePeTg[ iPdWUVT[ haXe YQTked YiVh
aPiOal behaXiQTiUVU VQ TedWce Yildlife faValiVieU (e.g., CT[aP eV al., 2014), ÒPdiPg UWch
UQlWViQPU Yill Peed cQllabQTaViQP acTQUU iPdWUVT[, TeUeaTch, aPd OaPageOePV agePcieU.
ThiU caP be achieXed b[ fQTOiPg YQTkiPg gTQWRU VhaV caP bTiPg VQgeVheT ePViVieU fTQO
UQlaT RQYeT faciliVieU, Yildlife agePcieU, aPd acadeOia VQ deVeTOiPe UhaTed TeUeaTch gQalU
aPd VQ faciliVaVe acceUU VQ UQlaT faciliVieU, TeUeaTch ReTOiVViPg, aPd TeUeaTch fWPdiPg
QRRQTVWPiVieU (e.g., BaVU aPd WiPd EPeTg[ CQQReTaViXe, 2020).
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(ChicagQ, ØL), aPd Vhe fWPdiPg VQ RWbliUh VhiU OaPWUcTiRV. The aWVhQTU VhaPk eXeT[QPe YhQ
TeURQPded VQ Vhe QPliPe UWTXe[ aPd RaTViciRaVed iP Vhe YQTkUhQR, eUReciall[ DT ThQOaU
DieVUch aPd PeVeT SaP\ePbacheT (U.S. FiUh aPd Wildlife SeTXice). The ÒPdiPgU aPd
cQPclWUiQPU iP VhiU aTVicle aTe VhQUe Qf Vhe aWVhQT(U) aPd dQ PQV PeceUUaTil[ TeRTeUePV Vhe
XieYU Qf Vhe U.S. FiUh aPd Wildlife SeTXice.

CONFLØC6 OF ØN6ERE56
The aWVhQTU declaTe PQ cQPÓicVU Qf iPVeTeUV.

A76HOR' CON6RØB76ØON5
Rachel Y. Chock, BaTbaTa ClWcaU, aPd Eli\abeVh K. PeVeTUon: OTgaPi\ed Vhe YQTkUhQR
VhaV TeUWlVed iP VhiU UVWd[ aPd cQQTdiPaVed Vhe OaPWUcTiRV. All aWVhQTU RaTViciRaVed iP Vhe
YQTkUhQR aPd eZVePUiXel[ cQPVTibWVed VQ Vhe YTiViPg aPd TeXiUiQP Qf Vhe OaPWUcTiRV.

E6HØC5 56A6EMEN6
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SWTXe[ SWeUViQPPaiTe aPd TeUWlVU fTQO Vhe YQTkUhQR aTe fTeel[ aXailable aPd iPclWded aU
SWRRQTViPg ØPfQTOaViQP.

5WRRQTVKPI ØPHQTOCVKQP  

PleaUe PQVe: The RWbliUheT iU PQV TeURQPUible fQT Vhe cQPVePV QT fWPcViQPaliV[ Qf aP[ UWRRQTViPg
iPfQTOaViQP UWRRlied b[ Vhe aWVhQTU. AP[ SWeTieU (QVheT VhaP OiUUiPg cQPVePV) UhQWld be
diTecVed VQ Vhe cQTTeURQPdiPg aWVhQT fQT Vhe aTVicle.

Agha, M., LQXich, J. E., EPPeP, J. R., & TQdd, B. D. (2020). WiPd, UWP, aPd Yildlife: DQ YiPd aPd
UQlaT ePeTg[ deXelQROePV ÈUhQTV‐ciTcWiVÉ cQPUeTXaViQP iP Vhe YeUVeTP UPiVed SVaVeU?
EPXKTQPOePVaN ReUeaTch LeVVeTU, 15, 075004.
CTQUUTef  ^ CAS  ^ Web Qf SciePceo  ^ GQQgle SchQlaT

ATgQPPe NaViQPal LabQTaVQT[ & NaViQPal RePeYable EPeTg[ LabQTaVQT[ (ANL & NREL). (2015). A
TeXieY Qf aXiaP OQPiVQTiPg aPd OiVigaViQP iPfQTOaViQP aV eZiUViPg WViliV[‐Ucale UQlaT faciliVieU.
ReRQTV RTeRaTed fQT US DeRaTVOePV Qf EPeTg[, SWPShQV ØPiViaViQP aPd OÕce Qf EPeTg[ EÕciePc[
& RePeYable EPeTg[.

The UWTXe[ YaU aRRTQXed b[ Vhe HWObQldV SVaVe UPiXeTUiV[ ØPUViVWViQPal ReXieY BQaTd
(ØRB# 18‐161).
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! This article screens 153 lifecycle studies of wind and solar energy.
! Wind energy emits 0.4 g CO2-eq/kWh to 364.8 g and a mean of 34.11 g.
! Solar PV emits 1 g CO2-eq/kWh to 218 g and a mean of 49.91 g.
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a b s t r a c t

This paper critically screens 153 lifecycle studies covering a broad range of wind and solar photovoltaic
(PV) electricity generation technologies to identify 41 of the most relevant, recent, rigorous, original, and
complete assessments so that the dynamics of their greenhouse gas (GHG) emissions profiles can be
determined. When viewed in a holistic manner, including initial materials extraction, manufacturing, use
and disposal/decommissioning, these 41 studies show that both wind and solar systems are directly tied
to and responsible for GHG emissions. They are thus not actually emissions free technologies. Moreover,
by spotlighting the lifecycle stages and physical characteristics of these technologies that are most
responsible for emissions, improvements can be made to lower their carbon footprint. As such, through
in-depth examination of the results of these studies and the variations therein, this article uncovers best
practices in wind and solar design and deployment that can better inform climate change mitigation
efforts in the electricity sector.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Herman Scheer, a former German Parliamentarian and influen-
tial renewable energy advocate, once stated that “[o]ur depen-
dence on fossil fuels amounts to global pyromania… [a]nd the only
fire extinguisher we have at our disposal is renewable energy”
(Connolly, 2008). Scheer is famous for his work in creating
Germany's renewable energy feed-in-tariff scheme and the ensu-
ing adoption of solar photovoltaic and wind energy projects across
the country. Although there are a number of options to reduce
global dependence on fossil fuels that Scheer could have referred
to, renewable sources of energy such as wind turbines and solar
panels were his solution. This leaves at least one primary question
to be resolved: how can we most effectively use the fire
extinguisher?

To provide some answers, this study considers one of the most
important aspects of our fossil fuel pyromania, the climate change
implications of electricity generation. It assesses how two promi-
nent renewable energy resources, solar photovoltaics (PV) and
wind turbines, emit greenhouse gases (GHG), and it also offers
suggestions for how such technologies can best be utilized or
improved to mitigate climate change. By critically evaluating the
current literature regarding lifecycle GHG emissions stemming
from the full range of PV and wind electricity generation technol-
ogies, this study seeks to determine what the average lifecycle
emissions are, where the emissions falls in terms of lifecycle
stages, and what factors cause overall GHG variation in the
literature, and can therefore be used to create the most effective
climate change mitigation options.

Our assessment reveals the following. Within the “best” sample
of 41 articles evaluated, the average lifecycle greenhouse gas
emissions for wind energy were 34.1 g CO2-eq/kWh, whereas solar
PV averaged 49.9 g CO2-eq/kWh. Essentially, these measures
represent the amount of GHGs released in grams for each kWh
of electricity that the technology provides, illustrated in Fig. 1.
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As that figure reveals, cultivation and fabrication are responsible
for the largest share of emissions for both technologies, followed
by construction and operation. Decommissioning practices often
recycle materials from both systems back into future production
processes, thus most studies argue that this constitutes an emis-
sions “sink” that lowers the greenhouse gas profile for both types
of systems.

To make its case, the article proceeds as follows. It starts by
introducing readers to the specific lifecycle stages of both onshore
and offshore wind turbines and solar photovoltaic panels. It then
explains the research methods utilized by the authors to distill
from 153 studies 41 of the most relevant, recent, peer-reviewed,
original, and complete assessments. The next part of the article
presents the findings from this selection process before explaining
the factors behind the disparity in estimates for both wind and
solar energy systems, and offering salient conclusions for techno-
logical entrepreneurs and energy policy analysts.

2. Explaining lifecycle stages

Generally, a lifecycle analysis determines a particular facet
(functional unit) of an object, process, or product over the entire
course of that subject's existence (Dale, 2013). For this particular
study, that subject is both wind and solar photovoltaic electricity
generators, and the functional unit by which both are examined is
the GHG intensity in terms of grams of CO2-equivalent emissions
per kilowatt-hour (CO2-eq/kWh) produced. Assessing the emis-
sions of both PV and wind leads to a particularly broad categor-
ization of what constitutes a lifecycle stage. Nonetheless, the
literature suggests that four of those stages are salient: material
cultivation and fabrication, construction, operation, and decom-
missioning. This section discusses each in turn.

2.1. Material cultivation and fabrication

In general, the material cultivation and fabrication stage
represents the broadest group as it incorporates the full range of
resource extraction, processing of materials, and the amalgama-
tion of final products. Although details vary based upon the type of
PV module, for instance (thin film, mono, poly, or multi-crystalline,
dye-sensitized, quantum dot, and so on), material cultivation
encompasses mining, refining and purification all of the silicon
and/or other required metals and minerals for the cells, glass,
frame, inverters, and other required electronics. Petroleum extrac-
tion for plastics, natural gas extraction used for heating, and
effectively any other material extraction and processing needed
to create the PV module and finished electronics are also included.
Finally, the wiring, encapsulation and any other processes by
which the modules and electronics are fabricated and finished
(up until the point of transportation to the site of operation) are all

included in this part of the stage for PV. Applying essentially the
same concept to wind energy means metal and petroleum extrac-
tion for steel, plastics, internal wiring, etc., are included. Further-
more, composition and production of the blades, gears (although
there are also gearless turbines), rotors, nacelle, turbine, and tower
are all part of this stage.

2.2. Construction

A second stage involves the on-site construction of the gen-
erator and transportation of materials to the site. For PV, encom-
passes transporting the panels, and installing them along with the
balance-of-system (BOS), including mounting structures, cabling
and interconnection components, and inverter (although the exact
BOS assumptions vary by study). GHG emissions for this stage thus
include the processing of BOS materials and fossil fuels burned in
transporting and assembling the system. For wind power, trans-
portation and BOS includes a significant amount of cement and
iron rebar to support structures, as well as cabling and construc-
tion of substations, when necessary.

2.3. Operation and maintenance

Operation is the third stage, and perhaps the most straightfor-
ward. Operation of solar PV includes maintenance, perhaps some
minor replacements when necessary, cleaning of the modules, and
any other processes that occur while the panels are in use.
Essentially the same applies for wind, including regular main-
tenance and cleaning, possible replacement parts such as blades
and gear components, and required material inputs such as
hydraulic oil and oil filters used to lubricate turbines.

2.4. Decommissioning

Decommissioning is the final stage that essentially involves the
deconstruction processes, disposal, recycling and (possibly) land
reclamation. Because recycling is effectively a means of mitigating
future GHG production, many of the studies we reference below
consider this stage to decrease the total GHGs produced over the
lifecycle of the generator. For instance, reclamation is not a
standard practice for wind energy (the pads are often left or
reused), and a majority of the steel towers, plastics, and fiberglass
blades are recyclable. Accordingly, the process carries with it some
significant offsetting of future emissions.

3. Research methods and selection criteria

To ensure that only the “best” peer-reviewed scientific litera-
ture was selected, as many on-topic studies as possible were
collected by searching eight academic databases—Jstor, Science-
Direct, EbscoHost, Energy Citations Database, Web of Science,
Water Resources Abstracts, Science Abstracts, and ProQuest
abstracts (including Sustainability Science Abstracts and Engineer-
ing Abstracts)—between January 2013 and April 2013. The follow-
ing terms were searched within the title, abstract, or keywords of a
study: “lifecycle,” “life-cycle,” “life,” “cycle,” “analysis,” “LCA (life-
cycle analysis),” “GHG,” “greenhouse gas,” “green-house gas,”
“green house gas,” “carbon dioxide,” “CO2,” “solar,” “PV,” “wind,”
“energy,” “electricity,” “renewable,” and “resources.” Generally
some variation of the terms lifecycle, greenhouse gas, and solar
and/or wind constituted the most effective searches.

These searches resulted in 153 lifecycle studies. To narrow
within this broad base to a more robust sample, we filtered the
literature to ensure that only the most relevant, modern, accurate
and original findings were incorporated into this study. Fig. 2
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Fig. 1. Breakdown of lifecycle greenhouse gas emissions for wind energy and solar
PV (% of total).
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shows that, through this process, the application of five selection
criteria whittled our sample down to only 41 of the “best” studies.
The following subsections detail this selection process.

3.1. Relevance

The first exclusionary step entailed removing a total of 58
articles based upon relevance. These studies, shown to the left in
Table 1, did not specifically address lifecycle GHG emissions of
either wind or solar, or else did not provide necessary information,
such as total emissions and total electricity produced, that could
be used to easily find that value. While there were many
comprehensive and competent studies among those excluded for
this reason, they primarily focused on other measures such as the
efficiency or effectiveness of PV and wind, oftentimes considering
total costs and rates of return, total energy input and energy-
payback times, and even other environmental measures such as
toxicity, carcinogen output, and water consumption, but not
greenhouse gas emissions.

3.2. Recentness

The second exclusionary condition was that of recentness,
which was responsible for the omission of the 10 articles shown
in Table 2. Due to the rapid technological progress that has
occurred in the efficiency, sizing, and implementation of PV and
wind systems over the last decade, a 10 year publication window
extending to 2003 was constructed, effectively blocking out all
material published beforehand. However, as evidenced in
Tables 5 and 8, the earliest retained piece of literature was
published in 2004 (the only 2004 inclusion), with only three
2005 studies, and only 12 of the total 41 predating 2008. Although
unintentional, more than 70% of the studies are actually within a
five year window.

Fig. 2. Selection process for determining the best lifecycle studies for wind and solar energy. Note: Articles excluded for “relevance” refer to those articles that failed to
provide any lifecycle GHG intensity estimates. Those excluded by “date” signifies an article published prior to 2003. Those excluded for “peer-review” could not be shown to
have undergone any type of review prior to publication. Those excluded for “originality” refer to articles which provided no original GHG intensity analysis and merely relied
on estimations contained in prior studies. Articles excluded for “completeness” only considered CO2 lifecycle emissions, not the full range of GHGs in terms of CO2-eq.

Table 1
Lifecycle studies excluded for relevance.

Source Technology

Akyuz et al. (2011) Wind, solar PV
Amor et al. (2010) Wind, solar PV
Appleyard (2009) Solar PV
Ardente et al. (2005) Solar PV
Barrientos Sacari (2007) Solar PV
Belfkira et al. (2008) Wind, solar PV
Blanc et al. (2012) Wind
Branker et al. (2011) Manufacturing
Browne (2010) Wind
Burger and Gochfeld (2012) Wind, solar PV
Chel et al. (2009) Solar PV
Crawford (2009) Wind
Delucchi and Jacobson (2011) Wind, solar PV
Espinosa et al. (2011b) Solar PV
Espinosa et al. (2012) Solar PV
Fthenakis (2004) Solar PV
Fthenakis et al. (2009a) Solar PV
Granovskii et al. (2007) Wind, solar PV
Gustitus (2012) Wind
Himri et al. (2008) Wind
Huang et al. (2012) Solar PV
Jacobson and Delucchi (2011) Wind, solar PV
Kaldellis et al. (2012) Wind, solar PV
Kammen (2011) Solar PV
Katzenstein and Apt (2009) Wind, solar PV
Kreiger et al. (2013) Solar PV
Kubiszewski et al. (2010) Wind
Limmeechokchai and Suksuntornsiri (2007) Wind, solar PV
Lindstad et al. (2011) Shipping
Lundahl (1995) Wind, solar PV
Marimuthu and Kirubakaran (2013) Wind, solar PV
Martinez et al. (2009b) Wind
Martinez et al. (2010) Wind
Martinez et al. (2012) Wind, solar PV
Mason et al. (2006) Solar PV
Matsuhashi and Ishitani (2000) Solar PV
McCubbin and Sovacool (2013) Wind
Mendes et al. (2011) Solar PV
Mohr et al. (2009) Solar PV
Muller et al. (2011) Wind, solar PV
Nandi and Ghosh (2010a) Wind
Nandi and Ghosh (2010b) Wind
Oke et al. (2008) Solar PV
Ou et al. (2011) Wind, solar PV
Pearce (2002) Solar PV
Pieragostini et al. (2012) Lifecycle Methodology
Rashedi et al. (2012) Wind
Raugei and Frankl (2009) Solar PV
Rubio Rodriguez et al. (2011) Wind
Silva (2010) Wind, solar PV
Sioshansi (2009) Energy technology
Tokimatsu et al. (2006) Nuclear
Tripanagnostopoulos et al. (2005) Solar PV
Vadirajacharya and Katti (2012) Wind, solar PV
Velychko and Gordiyenko (2009) GHG inventories
Vuc et al. (2011) Wind, solar PV
Whittington (2002) Wind, solar PV
Zhai et al. (2011) Wind, solar PV

Table 2
Lifecycle studies excluded for recentness.

Source Technology g CO2/kWh

Huber and Kolb (1995) Solar PV –

Kato et al. (2001) Solar PV 14#9
Kemmoku et al. (2002) Wind, solar PV –

Kreith et al. (1990) Solar PV –

Lenzen and Munksgaard (2002) Wind –

Norton et al. (1998) Solar PV –

Schleisner (2000) Wind 9.7–16.5
Sorensen (1994) Wind, solar PV –

Van de Vate (1997) Wind, solar PV –

Voorspools et al. (2000) Wind, solar PV –
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3.3. Peer review

Our third step involved excluding studies that were not
formally peer-reviewed. Peer review was thought critical to
ensuring the integrity of the analysis. The only literature examined
beyond peer reviewed journals came from conference proceed-
ings, which were then checked for peer review by a scientific
committee in order to pass this standard. In all, only one
conference report # Noori et al. (2012) # was unable to be
verified and was removed from the sample for not meeting this
condition.

3.4. Originality

The fourth restriction was to exclude 28 studies shown in
Table 3 that were not a primary source. Effectively, all articles that
did not provide new and original CO2-eq/kWh information were
eliminated to avoid reliance on sources more than once (so as to
not skew the analysis), and also to ensure that the other exclu-
sionary criteria were not subverted (e.g., the secondary source
could be based on primary information that was not peer
reviewed). Other articles were excluded if they included a GHG
intensity estimate as a part of a different type of analysis and thus
relied on other sources for the numbers, or amalgamated other
lifecycle studies and gave a range or average, not significantly
unlike this study. A few very detailed studies done in conjunction
with the National Renewable Energy Laboratory's (NREL) “Life

Cycle Harmonization Project” were included despite this literature
compilation approach. Examples include Hsu et al. (2012), Kim
et al. (2012) and Dolan and Heath (2012), not to be confused with
the NREL factsheets excluded for originality in Table 3. These
included studies did much more than simply find a range or
average g CO2-eq/kWh estimate, and instead recalculated esti-
mates from other studies by harmonizing the conditions that the
studies assumed, for example by inputting consistent life expec-
tancies, wind speeds or solar irradiance.

3.5. Completeness

A final factor used to screen the literature was for failure to
consider the entire range of GHGs, which then led to the removal
of 15 articles shown in Table 4. Although these articles generally
met the previous requirements, they only attempted to quantify
the CO2 lifecycle emissions attributed to wind and/or solar PV. In
the interests of focusing this study on the entirety of GHGs (in
order to assess the totality of the global warming potential of wind
and solar PV), these articles were excluded.

4. Assessing the greenhouse gas intensity of wind energy

After removing a total of 112 studies based upon our five
selection criteria, 41 studies remained which are relevant, pub-
lished in the past 10 years, peer-reviewed, provided original
estimates of total GHG intensity, and incorporated all greenhouse
gases. These studies were then disaggregated into those looking at
wind and solar PV, with Table 5 presenting those related to wind
energy. These studies were “weighed” equally; that is, they were
not adjusted for their methodology, time of release within the past
ten years, or how rigorously they were peer reviewed or cited in
the literature. Additionally, the estimates were not harmonized
for divergent variables or assumptions inherent in their analysis.
The studies in Table 5 are quite global in nature, spanning at least
five continents specifically, and including several studies that were
global.

Statistical analysis of these 22 studies and 39 estimates reveals
a range of greenhouse gas emissions over the course of wind's
lifecycle at the extremely low end of 0.4 g CO2-eq/kWh and the
extremely high end of 364.8 g CO2-eq/kWh. Accounting for the
average values of emissions associated with each part of wind
energy's lifecycle, the mean value reported is 34.1 g CO2-eq/kWh
—numbers reflected in Fig. 3 and Tables 6 and 7. As Fig. 1 already
depicted in the introduction, cultivation and fabrication are

Table 3
Lifecycle studies excluded for lack of originality.

Source Technology g CO2/kWh

Arvesen and Hertwich (2012) Wind 6–34
Bensebaa (2011) Solar PV 30
Chaurey and Kandpal (2009) Solar PV –

Dones et al. (2004) Wind 10–20
Solar PV 39–73

Dotzauer (2010) Wind 9–10
Solar PV 32

Dufo-Lopez et al. (2011) Wind, solar PV –

Evans et al. (2009) Wind 25
Solar PV 90

Fthenakis et al. (2008) Solar PV 24, 30–45,
39–110

Fthenakis and Kim (2011) Solar PV 38
Georgakellos (2012) Wind 8.20

Solar PV 104
Goralczyk (2003) Wind, solar PV –

Graebig et al. (2010) Solar PV –

Hardisty et al. (2012) Wind, solar PV –

Kannan et al. (2007) Solar PV 217
Kenny et al. (2010) Solar 21–59
NREL (National Renewable Energy
Laboratory) (2012)

Solar PV 40

NREL (National Renewable Energy
Laboratory) (2013)

All electricity
generation

–

Pacca et al. (2007) Solar PV 34.3–50
Padey et al. (2012) Wind 4.5–76.7
Peng et al. (2013) Solar PV 10.5–50
Raadal et al. (2011) Wind 17.5
Sherwani et al. (2010) Solar PV 15.6–280
Tyagi et al. (2013) Solar PV 9.4–2820
Van der Meulen and Alsema (2011) Solar PV –

Varun et al. (2009a) Wind 9.7–123.7
Solar PV 53.4–250

Varun et al. (2009b) Wind 16.5–123.7
Solar PV 9.4–300

Weisser (2007) Wind 18
Solar PV 56

Yang et al. (2011) Wind .56

Table 4
Lifecycle studies excluded for failure to consider all GHGs.

Source Technology g CO2/kWh

Garcia-Valverde et al. (2009) Solar PV 131
Ito et al. (2008) Solar PV 9–16
Ito et al. (2009) Solar PV 51.5–71
Ito et al. (2010) Solar PV 43–54
Kleijn et al. (2011) Wind 15

Solar PV 60
Krauter and Ruther (2004) Solar PV 11–75
Lee and Tzeng (2008) Wind 3.6
Lenzen and Wachsmann (2004) Wind 2–81
Li et al. (2012) Wind 69.9
McMonagle (2006) Solar PV 0–59
Pehnt et al. (2008) Wind 22
Sherwani et al. (2011) Solar PV 55.7
Sumper et al. (2011) Solar PV –

Wang and Sun (2012) Wind 4.97–8.21
Zhai and Williams (2010) Solar PV 21
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Table 5
Total lifecycle GHG emissions and factors for 22 qualified wind energy studies.

Source Location Life
(years)

Onshore/
offshore

System/turbine
capacity

Hub height
(m)

Rotor diameter
(m)

Other assumptions Total estimate
(g CO2-eq/kWh)

Ardente et al. (2008) Italy 20 Onshore 11$660 kW turbines 55 50 14.8
Chen et al. (2011) Guangxi, China 20 Onshore 24$1.25 MW

turbines
55 31 7 m/s avg. wind speed 0.56

Dolan and Heath (2012) Global 20 Both – – .25 capacity factor 11
Fleck and Huot (2009) – 20 Onshore 5$400 W turbines 30 1.17 Off-grid, with battery bank, .17 capacity factor 364.83
Guezuraga et al. (2012) Global (German, Chinese,

Denmark manufacturing)
20 Onshore 1.8 MW gearless

turbine
– – 8.82

2 MW geared turbine 105 90 7.4 m/s avg. wind speed 9.73
Hondo (2005) Japan 30 Onshore 300 kW turbines – – .2 capacity factor 29.5
Kabir et al. (2012) Alberta, Canada 25 Onshore 20$5 kW turbines 36.6 5.5 .23 capacity factor 42.7

5$20 kW turbines 36.7 9.45 .22 capacity factor 25.1
100 kW turbine 37 21 .24 capacity factor 17.8

Khan et al. (2005) Newfoundland, Canada 20 Onshore 500 kW system – – Turbine, no fuel cell storage 16.86
Turbine with fuel cell storage 59.31

Mallia and Lewis (2013) Ontario, Canada 20 Onshore – – Avg. Canadian electricity mix (210 g CO2-eq/kWh) 10.69
Manish et al. (2006) India - Onshore 18$500 kW turbines – – 2003 global electricity mix, .1–.3 capacity factor 12–40
Martinez et al. (2009a) Munilla, Spain 20 Onshore 2 MW turbine 70 80 6.58
Mithraratne (2009) Production UK, Installation New

Zealand
20 Onshore 1.5 kW turbines 10 2 Roof mounted, .04# .064 capacity factor,

New Zealand electricity mix (224 g CO2-eq/kWh),
5.5–6.3 m/s avg. wind speed

138–220

Oebels and Pacca (2013) North Eastern Brazil 20 Onshore 14$1.5 MW turbines 80 – Brazilian electricity mix (64 g CO2-eq/kWh), .3425 capacity
factor, 7.8 m/s avg. wind speed

7.1

Padey et al. (2013) Europe - Onshore – – – 12.9
Pehnt (2006) Germany - Onshore 1.5 MW turbine – – 566 g CO2-eq/kWh electricity mix 11

Offshore 2.5 MW turbine – – 566 g CO2-eq/kWh electricity mix 9
Querini et al. (2012) Global 20 Onshore 2 MW turbine – – 12
Songlin et al. (2011) Fuzhou, China – – 2 MW turbine – – 0.43
Tremeac and Meunier
(2009)

Southern France 20 Onshore 4.5 MW turbines 124 113 15.8
Production Finland, Installation
France

20 Onshore 250 W wind turbines – – Finnish electricity mix 46.4

Wagner et al. (2011) German North Sea 20 Offshore – – 32
Weinzettel et al. (2009) – 20 Floating

Offshore
40 floating 5 MW
turbines

100 (above
sea level)

116 0.89

Wiedmann et al. (2011) UK 30 Offshore 2 MW farm – – Process lifecycle analysis, .3 capacity factor 13.4
Integrated hybrid lifecycle analysis, .3 capacity factor 28.7
IO-based hybrid lifecycle analysis, .3 capacity factor 29.7

Zimmermann and
Gößling-Reisemanna
(2012)

Germany 20 Onshore 2.3 MW system 98 80 7.9
84 80 7.5 m/s avg. wind speed 12.5
98 80 7.72 m/s avg. wind speed 12
108 80 7.9 m/s avg. wind speed 11.2
98 80 7.9 m/s avg. wind speed 10.8
108 80 8.15 m/s avg. wind speed 10.1
98 80 8.14 m/s avg. wind speed 9.8
108 80 8.57 avg. wind speed 8.3
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responsible for about 71% of wind's emissions, followed by con-
struction (24%), operation (slightly less than 24%), and decom-
missioning, which offset 19.1 percent of wind's emissions.

5. Assessing the greenhouse gas intensity of solar PV

Sticking with the same selection process, Table 7 presents the
23 most relevant, recent, peer-reviewed, original, and complete
studies for solar PV. These studies, similar to those for wind
energy, were weighted equally. Estimates were also not harmo-
nized for different assumptions or variables. The studies in Table 8
are also quite global in nature, spanning three continents and/or
the globe.

Statistical analysis of these 23 studies and 57 estimates reveals
a range of greenhouse gas emissions over the course of solar PV's
lifecycle at the extremely low end of 1 g CO2-eq/kWh and the high
end of 218 g CO2-eq/kWh. Accounting for the average values of
emissions associated with each part of solar PV's lifecycle, the
mean value reported is 49.9 g CO2-eq/kWh # numbers reflected in
Fig. 4 and Tables 9 and 10 # though the number of selected
studies providing estimates for operation and maintenance (2) and
decommissioning (5) is low. As Fig. 1 also depicted in the
introduction, cultivation and fabrication are responsible for about
71% of solar PV's emissions, followed by construction (19%),
operation (13%), and decommissioning, which offset 3.3% of
emissions.

6. What causes the disparity in wind and solar estimates?

Though the tables and figures above do a satisfactory job
documenting the lifecycle emissions associated with wind energy
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Fig. 3. Lifecycle greenhouse gas emissions for wind energy by lifecycle stage.

Table 6
Summary statistics of qualified studies reporting projected greenhouse gas intensity for wind energy.

Cultivation and fabrication Construction Operation Decommissioning Total
(n¼16) (n¼14) (n¼12) (n¼13) (n¼39)

Mean 42.98 14.43 14.36 #11.64 34.1
Median 11.99 8.26 2.37 #3.27 12
Mode – 9 – – 12
Std. Dev. 76.95 21.17 26.3 18.76 67.23
High 286.02 78.85 83.6 0.5 364.8
Low 0.15 0.15 0.02 #59.4 0.4
Percentage of Total (%) 71.48 24.00 23.88 #19.36 100

Note that the “total” column equals the mean for all lifecycle studies that made it past our screen, not necessarily those that broke emissions down by specific lifecycle stages.
“n” also refers to number of estimates, not necessarily number of studies.

Table 7
Detailed statistics of qualified studies reporting lifecycle equivalent greenhouse gas intensity for wind energy.

Source Cultivation and fabrication Construction Operation Decommissioning Total

Chen et al. (2011) 0.15 0.42 0.02 – 0.56
Fleck and Huot (2009) 286.02 78.85 – – 364.83
Guezuraga et al. (2012) 7.89 – – – 8.82

7.59 – – – 9.73
Hondo (2005) 13.7 7.4 8.3 – 29.5
Kabir et al. (2012) 30.74 9.11 14.8 #11.96 42.7

12.01 12.55 3.82 #3.27 25.1
11.97 10.13 0.92 #5.22 17.8

Mallia and Lewis (2013) – – 0.74 0.27 10.69
Martinez et al. (2009a) 6.96 2.01 0.35 #2.75 6.58
Mithraratne (2009) 98 24.1 52.4 #37.2 138

156.2 37.4 83.6 #59.4 220
Oebels and Pacca (2013) 5.31 1.75 0.04 – 7.1
Songlin et al. (2011) 0.27 0.15 ̄ – 0.43
Tremeac and Meunier (2009) – – 0.8 #3.6 15.8

– – –̄ #29.5 46.4
Wagner et al. (2011) – – 6.5 0.4 32
Wiedmann et al. (2011) 9.5 3 – 0.43 13.4

22.5 4.8 – 0.5 28.7
18.8 10.3 – 0.01 29.7
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Table 8
Total lifecycle GHG emissions and factors for 23 qualified solar PV studies.

Source Location Life
(years)

Irradiance
(kWh/m2)

Tech Mounting Assumptions Estimate
(g CO2-eq/kWh)

Alsema and de Wild-
Scholten (2004)

Southern Europe – – Ribbon-Si – 28
Netherlands/Germany – – Ribbon-Si – 48
Southern Europe – – Multi-Si Roof mount 73
Netherlands/Germany – – Multi-Si Roof mount 124

Alsema et al. (2006) Production US, Installation Southern
Europe

30 (15
inverter)

1700 CdTe Ground mount 9% efficiency 25

Southern Europe 30 (15
inverter)

1700 Ribbon-Si Roof mount 11.5% efficiency 29.5

Mono-Si Roof mount 14% efficiency 35
Multi-Si Roof mount 13.2% efficiency 32

Beylot et al. (2014) - 30 1700 Multi-Si 301 tilt, fixed aluminum
mount

5 MWp, 14% module efficiency 53.5

301 tilt, fixed wood mount 5 MWp, 14% module efficiency 38
301 tilt, single axis tracking 5 MWp, 14% module efficiency 37.5
301 tilt, dual axis tracking 5 MWp, 14% module efficiency 42.8

Bravi et al. (2011) Europe 20 1700 Micromorph 221 roof mount 125 Wp module, 8.74% efficiency,
513 g CO2/kWh European electricity mix

20.9

Desideri et al. (2013) Sicily, Italy 30 1600–1800 Mono-Si 301 tilt, ground mounted
single-axis tracking

13.85% module efficiency, 2 MWp 47.9

de Wild-Scholten et al.
(2006)

Southern Europe 30 (15
inverter)

1700 Multi-Si on-roof Phonix mounting
structure

11.4 kWp, 13.2% module efficiency 38

on-roof Schletter roof hooks 11.4 kWp, 13.2% module efficiency 35.5
in-roof Schletter mounting
structure

11.4 kWp, 13.2% module efficiency 32

in-roof Schweizer mounting
structure

11.4 kWp, 13.2% module efficiency 32.5

ground Phonix mount 11.4 kWp, 13.2% module efficiency 41
ground Springerville mount 11.4 kWp, 13.2% module efficiency 37

Espinosa et al. (2011a) Manufacturing Denmark,
Installation Southern Europe

15 1700 Transparent organic polymer,
indium-tin-oxide (ITO)

- 2% module efficiency, 2008 Denmark energy mix
(420.88 g CO2-eq/kwh)

37.77

3% module efficiency, 2008 Denmark energy mix
(420.88 g CO2-eq/kwh)

56.65

Fthenakis and Alsema
(2006)

Europe 30 1700 Multi-si On-roof mount european electricity mix 13.2% efficiency 37
CdTe On-roof mount european electricity mix, 8% efficiency 21
Ribbon-Si On-roof mount 30
mono-Si on-roof mount 45

Production US, Installation Europe 30 1700 CdTe ground mount US electricity mix, 9% efficiency 25
Fthenakis and Kim.
(2006)

United States 30 1800 CdTe Ground mount 25 MWp, 9% efficiency 24

Fthenakis et al. (2009b) Ohio, USA – 1700 CdTe – 10.9% efficiency, US electricity mix
(750 g CO2-eq/kWh)

12.75

Garcia-Valverde et al.
(2010)

Southern Europe 15 1700 Organic/plastic – 5% module efficiency 109.84

Glockner et al. (2008) Europe 30 1700 Multi-Si On-roof mount Schletter
mounting

Siemens Si processing, 13.2% module efficiency 30

Elkem Solar Si processing, 13.2% module efficiency 23
Hondo (2005) Japan 30 – Poly-Si On-roof mount 3 kWp, 0.15 capacity factor, 10% efficiency 53.4
Hsu et al. (2012) Global 30 1700 c-Si – 45

mono-Si – 14% module efficiency 40
Multi-Si – 13.2% module efficiency 47
c-Si Ground mount 48
c-Si Roof mount 44

Jungbluth (2005) Switzerland 30 1100 Poly-Si On-roof mount 3 kWp, 79 g CO2-eq/kWh electricity mix 39–110
Kannan et al. (2006) Singapore 25 1635 Mono-Si 2.7 kWp 217
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and solar PV systems from our “best” sample of studies, substan-
tial disparities do exist, and this section of the study explains how
at least eight separate factors play a role in these differences:
(1) resource inputs and technology, (2) transportation, (3) manu-
facturing, (4) location, (5) sizing and capacity, (6) longevity,
(7) optional equipment, and (8) calculation methods.

6.1. Resource inputs and technology

The material inputs required for wind generation necessarily
vary in the literature based upon physical size (capacity and hub
height), the location and design of the plant (onshore versus
offshore and interconnection distances), and even based upon
the type of technology used (floating turbines, turbines with and
without gearboxes, etc.). Guezuraga et al. (2012) compares two
turbines, one 2 MW geared turbine and one 1.8 MW gearless
turbine, and found significantly higher stainless steel, reinforced
concrete and total mass calculations (1538 t) for the former, and
higher copper requirements, but overall lower mass (360 t) for the
latter. Intuitively, these sorts of differences alter the GHG intensity
of the manufacturing and construction lifecycle stages. Also,
despite presumably greater material inputs required by offshore
wind installations to reach the seabed and the general presump-
tion that they are generally larger turbines to take advantage of
higher wind speeds, offshore estimates in the literature show
decreased emissions intensity. While there was a much larger
estimate sample for onshore (31 compared to 6), and some
obvious outliers, offshore estimates showed a lower mean inten-
sity illustrated by Fig. 5.

Similarly, PV technologies vary substantially in their emissions
profiles, given that they require somewhat different material inputs.
Our sample of studies included crystalline silicon technologies
such as mono-crystalline (mono-Si), poly-crystalline (poly-Si),
multi-crystalline (multi-Si) and ribbon multi-crystalline (ribbon-Si),
as well as several thin-film technologies such as amorphous
silicon (a-Si), cadmium telluride (CdTe) and copper# indium#
gallium#diselenide (CIGS). The sample also included other PV types
such as micromorph (a-Si and micro-Si hybrid), organic/plastic cells
(including indium-tin-oxide, dye sensitized and others), and cad-
mium selenide quantum-dot photovoltaics (CdSe QDPV). All of these
technologies have distinct material and processing requirements,Ta
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Fig. 4. Lifecycle greenhouse gas emissions for solar PV by lifecycle stage.
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leading to different solar conversion efficiencies in the final product,
and thus an exceptional range of emissions possibilities for PV as a
whole—statistics reflected in Table 11. Table 11 shows mono-Si to
have the highest average estimated emissions and CdSe QDPV ranks
as having the lowest emissions, though the sample sizes of the
studies behind these claims are small.

6.2. Transportation

While transportation # a subcomponent of our construction
lifecycle stage # might not seem like a major GHG producing aspect
of either wind or solar PV, there is significant variation in the
literature. For wind, the highest transportation estimate accounted
for 28.3% of total emissions (Mallia and Lewis, 2013), whereas the
average percentage share of transportation is significantly lower, at
only 11.8%, and the lowest estimates fall to as small as 0.2% (Chen
et al., 2011). There are a number of factors that can explain this
variation. First, assessments of smaller turbines that include battery
backup and additional optional equipment, potentially manufactured
and transported separately from different locations, and overall
producing less lifetime energy than large multi-megawatt turbines,
show a higher than average share of transportation GHGs. For

Table 9
Summary statistics of qualified studies reporting projected greenhouse gas emissions for solar PV.

Cultivation and fabrication Construction Operation Decommissioning Total

(n¼26) (n¼26) (n¼2) (n¼5) (n¼57)

Mean 33.67 8.98 6.15 #1.56 49.9
Median 30.25 5.1 6.15 1.1 37.8
Mode 16, 21.3, 33, 36 2 – 2.2 14, 21, 25, 30, 32, 37, 38, 45, 48
Standard Deviation 20.57 10.15 8.7 4.68 43.3
High 95.31 38.2 12.3 2.2 218
Low 12.1 #1 0 #7.2 1
Percentage of total (%) 71.30 19.00 13.00 #3.30 100

Note that the “total” column equals the mean for all lifecycle studies that made it past our screen, not necessarily those that broke emissions down by specific lifecycle stages.
“n” also refers to number of estimates, not necessarily number of studies.

Table 10
Detailed statistics of qualified studies reporting lifecycle equivalent greenhouse gas emissions for solar PV.

Source Cultivation and fabrication Construction Operation Decommissioning Total

Alsema et al. (2006) 25.4 4.1 – – 29.5
28.7 3.3 – – 32
31.8 3.2 – – 35
18.75 6.25 – – 25

Beylot et al. (2014) 21.3 38.2 – #6.1 53.5
21.3 15.6 – 1.1 38
20.2 23.2 – 2.2 37.5
16 24.6 – 2.2 42.8

de Wild-Scholten et al. (2006) 37 1 – – 38
33.5 2 – – 35.5
33 #1 – – 32
33 #0.5 – – 32.5
36 5 – – 41
36 1 – – 37

Fthenakis and Alsema (2006) 32.5 4.5 – – 37
16 5 – – 21
19 6 – – 25

Glockner et al. (2008) 28.1 2 – – 30
20.9 2 – – 23

Hondo (2005) 28.3 9.8 12.3 – 53.4
Jungbluth (2005) 33.8–95.31 5.19–14.66 0 – 39-110
Querini et al. (2012) 85.6 6.3 – #7.2 92
Veltkamp and de Wild-Scholten (2006) 75 31.3 – – 106.25

36.9 15.6 – – 52.5
12.1 5.3 – – 17.5

n = 6

n = 31

Fig. 5. Differences in greenhouse gas intensity for onshore and offshore wind
turbines.

D. Nugent, B.K. Sovacool / Energy Policy 65 (2014) 229–244 237



Author's personal copy

example, Fleck and Huot (2009) find a large 78.85 g CO2-eq/kWh,
equating to 21.5% of lifecycle intensity, resulting from transportation
for very small 400 W turbines with battery backup. Further trans-
portation discrepancies could arise between onshore and offshore
turbines as they necessarily entail different transportation processes,
types (boat, airplane, rail, truck) and distances involved.

PV lifecycle studies seemingly focused significantly less on
defining the GHG intensity of transportation, which is a clear
weakness of the literature as a whole. Although the same theore-
tical implications as considered for wind systems should apply, the
only individual estimate specifically for transportation was that of
Querini et al. (2012), which found 6.3 g CO2-eq/kWh accounting
for 6.9% of the total emissions profile.

6.3. Manufacturing

Fabrication and manufacturing are energy intensive processes
which may partially depend on direct fossil fuel use, generally for
heating processes, but also significantly rely on electricity inputs.
One assumption found throughout wind and PV literature relates
to the electricity mix of the locale, considering the types of
electricity generators (coal, natural gas, nuclear, renewables)
which supply the local grid. Depending upon how carbon inten-
sive these sources are, wind and solar estimates vary.

In the case of wind, Guezuraga et al. (2012) showed that the
same manufacturing process in Germany would result in less than
half of the total emissions that such a process would entail in
China. This was primarily due to China's significantly greater
dependence on black coal for electricity production in comparison
with Germany's much greater reliance on natural gas and nuclear
power. Oebels and Pacca (2013) also attributed significant dis-
parity to the location of manufacturing, noting that the Brazilian
electricity mix, being as low as 64 g CO2-eq/kWh (as much as eight
times lower than the global average), had a significant effect on
their low overall calculation (7.1 g CO2-eq/kWh). This contrasts
with Pehnt (2006) which used a 566 g CO2-eq/kWh energy mix
and returned a 9–11 g CO2-eq/kWh wind calculation, a 55%
increase to Oebels and Pacca (2013).

For PV, this trend again applies as PV manufacturing also
depends upon electricity to compose finished modules. Some
energy mix assumptions made in the literature include a Danish
grid intensity of 420.88 g CO2-eq/kWh (Espinosa et al., 2011a) and
a 566 g CO2-eq/kWh for Germany (Pehnt, 2006). One study that
pays explicit attention to this factor, Reich et al. (2011), concludes
that the source of the electricity mix can affect the GHG intensity
of a PV installation anywhere from zero g CO2-eq/kWh (for an all
renewable and nuclear mix) to 200 g CO2-eq/kWh (for coal-only

mixes). Manufacturing can also see emissions intensity variation
based upon the particular type of PV technology considered and its
relevant processing steps. For example, quartz extraction from
sand and then processing and refinement are needed to create PV
grade silicate for some panels, whereas others such as CIGS may
not need silicates at all. Other influential factors include the type
of PV technology. For amorphous, multi, and mono PV systems,
silicates may need to be converted into different products, such as
ingots, wafers, or other components, to form the finished panel
(Glockner et al., 2008). Accordingly, the amount of energy and
GHG emissions attributable to all of these processes can lead to
significant variation.

6.4. Location

Emissions efficiency is directly tied to geographic location and
the solar and wind resource base. Essentially, the more of the
resource, the more power generation and therefore the lower the
GHG intensity. For wind turbines, wind is subject to signification
spatial variation, both globally and locally, and also to temporal
variation, in terms of seasonal and daily fluctuations. These factors
strongly influence the total amount of electricity generated and
thus are important variables assumed in the literature to calculate
the GHG intensity of wind turbines. Most global average wind
speed maps shows that oceans, especially in the far North and
South, have higher wind speed averages, along with mountainous
and coastal areas (3Tier Inc., 2011b). Furthermore, local topogra-
phy plays a role in wind speeds and availability, as mountains,
manmade structures, and even vegetation (for smaller turbines)
can affect airflow. Zimmermann and Gößling-Reisemanna (2012)
pay particular attention to this factor and show how different hub
heights on the same sited turbine leads to different average wind
speeds, from 7.5 m/s to 8.57 m/s, which then leads to fluctuation in
overall CO2-eq/kWh, from 8.3 g to 12.5 g. Despite the critical
implications that wind speed can have between otherwise similar
turbines, this factor is clearly not the most important considera-
tion (as compared to sizing, on/offshore and lifetime) as the un-
harmonized statistics taken from the literature do not show an
obvious trend.

The location of PV installations has the same implications. Solar
resources vary both globally and locally across the world, and
again vary on a daily and seasonal basis. Shading problems caused
by local geography, vegetation, and structures can thus play a role
on solar PV performance (3Tier Inc., 2011a). Therefore, though
most studies presumed a solar irradiance value of 1700 kWh/m2/
yr, some in our sample went as low as 1100 kWh/m2/yr whereas
others assumed 2400 kWh/m2/yr (more consistent with the

Table 11
Differences in greenhouse gas intensity based on solar PV material inputs.

PV technology Mean Median n Mode Standard deviation High Low

Mono-Si 79.5 46.5 6 – 70.4 217.0 35.0
Multi-Si 44.3 37.5 17 32, 37, 38 23.3 124.0 23.0
Poly-Si 78.7 78.7 2 – 35.8 104.0 53.4
Ribbon 33.9 29.8 4 – 9.5 48.0 28.0
Total c-Si 55.3 40.5 34 30, 32, 37, 38, 45, 48 47.1 218.0 1.0
a-si 20.5 20.5 2 – 0.7 21.0 20.0
CIGS 26.5 26.5 2 – 0.7 27.0 26.0
CdTe 19.4 21.0 7 14, 25 5.6 25.0 12.8
Total thin-film 20.9 21.0 11 14 5.2 27.0 12.8
Organic ITO 47.2 47.2 2 – 13.4 56.7 37.8
Dye sensitized 58.8 52.5 3 – 44.7 106.3 17.5
Total organic 63.4 54.6 6 – 37.2 109.8 17.5
CdSe QDPV 5.0 5.0 1 – – 5.0 5.0
Micromorph 20.9 20.9 1 – – 20.9 20.9
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Sahara or the American Southwest). Fig. 6 illustrates how solar
irradiance has a direct effect on greenhouse gas intensity.

6.5. Sizing and capacity

The literature reveals differences in emissions intensity based
upon the physical and nameplate capacity sizes of each system,
with a positive trend as sizes increase. Higher capacity wind
turbines, both with taller hub heights and larger rotor diameters,
correspond to lower GHG intensities. Tremeac and Meunier (2009)
compared a 4.5 MW turbine to a 250 W version and found the
smaller to have a GHG intensity equal to approximately three
times greater than the larger turbine. Kabir et al. (2012) calculates
that 20 $ 5 kW turbines result in an emissions intensity of 42.7 g,
5 $ 20 kW turbines have an emissions intensity of 25.1 g, and one
100 kW turbine has a mere 17.8 g of CO2-eq/kWh, implying that
“bigger is better.” Figs. 7 and 8 plot the relationship between
greenhouse gas emissions intensity and nameplate capacity and
hub height, respectively.

PV, perhaps oddly, also follows the sizing advantages of wind
energy. (We say “oddly” because PV is a modular technology that
is supposed to work the “same” regardless of whether ten panels
or 100 panels are being used). There do appear to be economy of
scale advantages that larger PV installations benefit from, possibly
due to efficiency gains in logistics and transportation, and with
larger systems being able to access a wider (and more stable) solar
resource. Per the logarithmic average shown in Fig. 9, there is a

clearly downward trend as installed capacity increases from small
distributed generation scale installations to larger utility- and
merchant-scale power plant projects.

6.6. Longevity

Longevity is a fairly obvious factor influencing GHG intensity.
Yet it is also an imprecise one because there are a number of
unknown considerations, such as how well maintained the gen-
erators are, how well they are manufactured, the physical and
natural conditions at the installation site, and how quickly the
installations and their interconnections degenerate. Furthermore,
because most wind and solar systems have not (yet) been
deployed for full lifespans, many estimates are little more than
educated guesses.

For the wind literature, lifetime estimates vary in 5–10 year
increments between the maximum of 30 years and the minimum
of 20 years. Despite the fact that Padey et al. (2012) was excluded
for its reliance on secondary sources, it is one of the only studies
which specifically looks at the effects of life expectancy on the
GHG intensity of an otherwise similar turbine, and shows exactly
50% decreases in GHG intensity for doubled life expectancy
estimates, and 66% reductions for tripled estimates. This generally
makes sense as doubling life expectancy should nearly double
total output, however it does not seem to account completely for
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increased maintenance and any grid curtailment or degradation of
the turbine. As a whole, our sample of the wind literature does
show a clear trend, where 20 year assumptions result in an
average of 40.69 g CO2-eq/kWh, 25 years decreases the mean
intensity to 28.53 g CO2-eq/kWh, and 30 years drops it to
25.33 g CO2-eq/kWh.

The same trend is confirmed by our sample of PV literature,
which tended to presume systems operated for 30 years. However,
Veltkamp and de Wild-Scholten (2006) showed that a 5 year
operating lifetime resulted in an emissions intensity of
106.25 g CO2-eq/kWh, whereas a 20 year lifetime saw emissions
drop to 17.5 g CO2-eq/kWh—emphasizing the importance of main-
tenance. When our sample of literature is aggregated as a whole, a
linear trend line shows a slight decrease in GHG intensity as
lifetime increases, which would clearly be more distinct if the
217 g CO2-eq/kWh provided by Kannan et al. (2006) in the 25 year
PV categoy were harmonized. Fig. 10 details these effects both for
wind and solar PV.

6.7. Storage and mounting

One clear factor influencing lifecycle estimations involved
optional energy storage. For example, Khan et al. (2005) found
that a turbine integrated with fuel cell electricity storage out-
putted 59.31 g CO2-eq/kWh, and Fleck and Huot (2009) found a
small wind turbine with battery backup to generate 364.83 g CO2-
eq/kWh. These results of course are well above the mean or
median wind GHG intensity numbers in the literature. At least
one piece of literature, Browne (2010), did attempt to factor in
backup power plants potentially needed to supplement wind
systems due to intermittency, however this study was excluded
for failure to account for GHG intensity (see Table 1). Otherwise,
none of the studies included in further analysis appeared to
consider this issue.

Also # and perhaps peculiarly # the PV literature did not
discuss the need for supplemental production, nor did it investi-
gate battery backup. The PV literature instead tended to focus on
the type of mounting that the system required. Many types of roof
mounts appear in the literature, including Schletter hooks, Phonix
mounting structures and in-roof options (as opposed to on-roof).
Fixed ground mounting is also considered in some studies, with
various material options including woods and metals (Beylot et al.,
2014). Finally, both single-axis and dual-axis tracking options are
considered in the literature, which track the sun over the course of
the day to maximize exposure and increase productivity per day.
According to one study, even given all of the same conditions and
components otherwise, ground mounting results in a solar foot-
print of 53.5 g CO2-eq/kWh whereas tracking lowers the footprint

to 37.5 g CO2-eq/kWh, clearly a substantial difference (Beylot et al.,
2014). Regardless, the statistics compiled into Table 12 do suggest
that fixed ground mounting is generally much lower in terms of
GHG intensity than roof mounting, which are in turn slightly
better than tracking systems (though the sample of studies with
data on tracking was very small).

6.8. Calculation methods

Lastly, although not technically related to the “real” GHG
emissions intensity of a wind turbine or solar panel, the particular
methods utilized in each study were also a cause for variation.
Authors from our sample relied on various lifecycle techniques
including CML methods (named based upon its founding institu-
tion, the Centre for Environmental Studies at the University of
Leiden), IO (input#output), hybrid methods, International Orga-
nization of Standardization (ISO) methods, and so on. Further-
more, they relied on a variety of different software including
different versions of SimaPro and GaBi, as well as different
lifecycle and materials databases, such as the popular EcoInvent
Database. The best evidence that these different methods result in
differing wind estimates is represented in Wiedmann et al. (2011),
wherein process analysis, integrated hybrid analysis, and IO hybrid
analysis are examined. That study comes to three very different
conclusions ranging from 13.4 g CO2-eq/kWh to 29.7 g CO2-eq/
kWh, all stemming from the particular method used. In the PV
literature, none of the studies in our sample specifically addressed
this issue, though one article excluded for completeness, Zhai and
Williams (2010), contrasted process and hybrid lifecycle methods,
finding an end calculation difference of 8 g CO2/kWh, equivalent to
a 38.1% difference in emissions.

7. Conclusions

This study has screened 153 lifecycle studies of greenhouse gas
equivalent emissions for wind turbines and solar panels to identify
a subset of the 41 most relevant, current, peer-reviewed, original,
and complete assessments. It finds a range of emissions intensities
for each technology, from a low of 0.4 g CO2-eq/kWh to a high of
364.8 g CO2-eq/kWh for wind energy, with a mean value of
34.11 g CO2-eq/kWh. For solar energy, it finds a range of 1 g CO2-
eq/kWh to 218 g CO2-eq/kWh, where the mean value is
49.91 g CO2-eq/kWh. Thus, wind and solar energy are in no way
“carbon free” or “emissions free,” even though, as Table 13
indicates, they can certainly be called “low-carbon.” Based upon
these estimates, we make three conclusions.

The first, and perhaps most blatant conclusion, is that life-
cycle studies of greenhouse gas emissions associated with the
wind and solar energy lifecycles # similar to those for nuclear

Table 12
Differences in greenhouse gas intensity for solar PV based on mounting.

Roof
mount

Ground
mountn

Dual axis
tracking

Single axis
tracking

Mean 48.5 34.5 42.8 42.7
Median 33.8 26 42.8 42.7
n 24 13 1 2
Mode 21, 30, 32 25 – –

Std. dev. 44.5 21.9 – 7.4
High 217 92 42.8 47.9
Low 14 5 42.8 37.5

n Includes any “fixed mounting” described in the literature not specified
as roof.

n = 41

n = 2

n = 4
n = 3

n = 1

n = 1

n = 4
n =3n = 26

0

20

40

60

80

100

120

140

160

180

30 year25 year20 year15 year10 year5 year

g 
C

O
2-

eq
/k

W
h PV

Wind

Linear trend 
(PV)
Linear trend 
(wind)

Fig. 10. Differences in greenhouse gas intensity for wind energy and solar PV based
on longevity.
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power (Sovacool, 2008) # need to become more methodologi-
cally rigorous. Of the original 153 articles, 38% were studies that
failed to consider greenhouse gas emissions intensity when
considering lifecycle impacts. More than 25% of these 153 studies
were either outdated, non-peer reviewed, or unoriginal, and
another 10% did not consider all greenhouse gases. This left us with
only about one-quarter of the available literature. Even within this
smaller base of selective literature, the types of lifecycle stages and
the ways in which they were defined were dissimilar, and embo-
died varying assumptions related to a multitude of factors such as
resource inputs, manufacturing and fabrication, sizing and capacity,
and longevity, among others. Moreover, these studies raise a
pressing concern regarding energy storage. On the one hand,
storage can alleviate some of the intermittency issues that prevent
wind and solar from gaining a greater market share. On the other
hand, our analysis suggests that adding storage can increase the
GHG intensity of both solar PV and wind energy systems. So if the
choice is to be smaller amounts of wind/solar (without storage) and
more fossil fuels, or larger amounts of wind/solar (with storage) and
less fossil fuels then which option has the overall lower GHG

emissions? The current literature leaves this salient question all
but unaddressed.

Second, specific configurations of both wind and solar bring
with them particular greenhouse gas advantages and disadvan-
tages. A 2 MW wind turbine without battery backup and a 30 year
lifetime results in an incredibly low emissions profile of 0.4 g CO2-
eq/kWh. Yet a tiny 400 W, 30 m high, 1.17 m rotor, onshore wind
turbine with battery backup and a short 20 year lifetime results in
a high emissions profile of 364.8 g CO2-eq/kWh, approaching that
of natural gas. Similarly, a solar PV system produced without F-
gasses using an all renewable energy mix was found to have an
emissions intensity as low as 1 g CO2-eq/kWh, whereas a solar PV
system produced with F-gasses on a completely coal fired energy
mix without carbon capture and storage had an emissions inten-
sity of 218 g CO2-eq/kWh. These, along with a number of other
findings, suggest that the “best” solar and wind systems, those that
have the lowest lifecycle greenhouse gas emissions, are those with
the attributes characterized by Fig. 11.

Third, and perhaps most important, by looking at these
disparities, and drawing from these two conclusions, a number
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Fig. 11. Low GHG attributes of wind energy and solar PV systems.

Table 13
Comparative lifecycle estimates for sources of electricity.

Technology Capacity/configuration/fuel Mean estimate (g Co2e/kWh)

Hydroelectric 3.1 MW, Reservoir 10
Biogas Anaerobic Digestion 11
Hydroelectric 300 kW, Run-of-River 13
Solar Thermal 80 MW, Parabolic Trough 13
Biomass Forest Wood Co-combustion with hard coal 14
Biomass Forest Wood Steam Turbine 22
Biomass Short Rotation Forestry Co-combustion with hard coal 23
Biomass Forest Wood Reciprocating Engine 27
Biomass Waste Wood Steam Turbine 31
Wind Various sizes and configurations 34
Biomass Short Rotation Forestry Steam Turbine 35
Geothermal 80 MW, Hot Dry Rock 38
Biomass Short Rotation Forestry Reciprocating Engine 41
Solar Photovoltaic Various sizes and configurations 50
Nuclear Various reactor types 66
Natural Gas (Conventional) Various combined cycle turbines 443
Natural Gas (Fracking) Combined cycle turbines using fuel from hydraulic fracturing 492
Natural Gas (LNG) Combined cycle turbines utilizing LNG 611
Fuel Cell Hydrogen from gas reforming 664
Diesel Various generator and turbine types 778
Heavy Oil Various generator and turbine types 778
Coal Various generator types with scrubbing 960
Coal Various generator types without scrubbing 1,050

Note: Wind and solar PV numbers taken from this study. Hydrofracking numbers taken from Hultman et al. (2011), who argue that shale gas has emissions 11% greater than
ordinary natural gas. All other numbers taken from Sovacool (2008).
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of important concepts are revealed about how to most effectively
utilize wind and PV to combat climate change. It would appear
that wind energy is generally a better option for bulk power, and
when it comes to this technology, size is key—bigger truly is better
(though not too large as to negate the benefits of decentralization).
Utility and merchant-power-plant sized turbines with larger rotors
and higher nameplate capacities, as well as those placed higher
and out to sea to take advantage of stronger wind speeds, are
generally the best performing options (from an emissions stand-
point). For solar PV, the GHG intensity benefits seem to lie in more
in the use of cadmium telluride, CdSe QDPV, and micromorph
technologies, sited in deserts, with ground mounting and possibly
single or dual-axis tracking. The literature also suggests that
battery and fuel cell electricity storage have a substantially
negative implication for emissions intensity of wind systems,
and despite the lack of information available for PV, the same
logical concerns apply, making grid connection without storage
possibly better options (from a greenhouse gas standpoint, again).
Better understanding, and researching, these sorts of factors will
be critical to enhancing the ability for wind energy and solar PV to
effectively mitigate greenhouse gas emissions.
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Large-scale  solar  power  plants  are  being  developed  at a rapid  rate,  and  are  setting  up  to  use thousands  or
millions  of  acres  of land  globally.  The  environmental  issues  related  to the  installation  and  operation  phases
of such  facilities  have  not,  so  far,  been  addressed  comprehensively  in  the  literature.  Here  we identify  and
appraise  32  impacts  from  these  phases,  under  the  themes  of  land  use intensity,  human  health  and  well-
being,  plant  and  animal  life,  geohydrological  resources,  and  climate  change.  Our  appraisals  assume  that
electricity  generated  by  new  solar  power  facilities  will  displace  electricity  from traditional  U.S.  generation
technologies.  Altogether  we  find  22  of  the  considered  32  impacts  to  be  beneficial.  Of  the  remaining  10
impacts,  4  are  neutral,  and  6 require  further  research  before  they  can  be appraised.  None  of  the  impacts
are negative  relative  to traditional  power  generation.  We  rank  the impacts  in  terms  of  priority,  and  find
all  the  high-priority  impacts  to  be beneficial.  In quantitative  terms,  large-scale  solar  power  plants  occupy
the same  or less  land  per  kW  h  than  coal  power  plant  life  cycles.  Removal  of  forests  to  make  space  for  solar
power causes  CO2 emissions  as  high  as  36  g CO2 kW  h−1, which  is  a significant  contribution  to  the  life
cycle  CO2 emissions  of  solar  power,  but  is  still  low  compared  to CO2 emissions  from  coal-based  electricity
that  are  about  1100  g  CO2 kW h−1.

© 2011 Elsevier Ltd. All rights reserved.
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1. Introduction

Solar powered electricity generation is experiencing rapid
growth. Current worldwide installed capacity is more than 22 GWp
and increasing at ∼40% per year [1,2]. Many state or provin-

∗ Corresponding author. Tel.: +1 631 344 2830; fax: +1 631 344 2806.
E-mail address: vmf@bnl.gov (V. Fthenakis).

cial governmental organizations are enforcing renewable portfolio
standards, requiring a percentage of utility supplied power to come
from renewable sources. Consequently, large-scale solar projects
are expanding into a wide range of locations and ecosystems. For
example, New Jersey is pursuing a goal of 22.5% renewable energy
by 2021. New York is pursing a 24% renewable energy standard
by 2013, and will soon complete a 37 MWp  photovoltaic array on
Long Island. The Canadian province of Ontario has an 80 MWp  solar
power plant already in operation. Published research provides a
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good understanding of environmental impacts from the manufac-
turing and end-of-life phases of solar power equipment [3,4], but
such is not the case for the installation and operation phases where
little scientific research has been performed. This lack of informa-
tion is particularly true for solar power applied in forested regions.
There is much motivation to improve this situation. Lessons learned
during the rapid expansion of wind turbines highlight the benefits
of a thorough understanding of environmental impacts from the
installation and operation phases [5].  Additionally, a rate-limiting
step for construction of large-scale solar power plants is the per-
mitting process for the installation and operation phase. Delays in
permitting occur largely because the impacts have not been studied
or understood. In this paper we develop an improved understand-
ing of the environmental impacts of the installation and operation
phases of solar power. We  identify and appraise 31 impacts related
to issues of land use, human health and well-being, wildlife and
habitat, geohydrological resources, and climate.

Most published investigations of environmental impacts from
solar power use a life cycle assessment (LCA) framework, and typ-
ically focus on greenhouse gas emissions and energy payback time
[4,6–8]. A smaller number of papers consider other impacts, i.e.,
hazardous materials emissions [3,4,9],  land use intensity [10–12],
water usage [13], wildlife impacts [14], and albedo effects [15]. The
LCA method details mass and energy flows throughout a product’s
life cycle, from extraction of raw materials, to manufacturing neces-
sary equipment, to installation and operation phases, and finally to
disposal or recycling phases. In the case of solar power, the instal-
lation and operation phases of the life cycle have received little
scientific attention. The few existing studies of the operation phase
[16–19] are brief and contain no quantitative information. Sev-
eral informative environmental impact statements (EISs) have been
made public in recent years, most notably the U.S. BLM and DOE
Programmatic Environmental Impact Statement (PEIS) [20]. Since
tens of thousands of acres of U.S. land are proposed for development
into solar power in the upcoming years, the environmental impacts
from the installation and operation phases deserve comprehen-
sive research and understanding. For example, the most up-to-date
LCA results for CO2 emissions are 16–40 g CO2 kW h−1 [4,6–8],
but these numbers do not account for CO2 emissions that arise
if the power plant is installed in a forested region, in which case
the removal of vegetation during installation needs consideration.
Further, regarding impacts to wildlife, we are aware of only one
report that collected primary data on impacts from a solar power
facility, i.e., Ref. [14]. In spite of this lack of previous research, a sig-
nificant need exists for understanding the environmental impacts.
Construction of large-scale solar power plants is currently bottle-
necked due to permits needed from local agencies concerned with
environmental impacts. Our analysis accomplishes the following:
(i) identifies impacts, (ii) assesses each impact relative to traditional
power generation, (iii) classifies each impact as beneficial or detri-
mental, and (iv) appraises the priority of each impact. The results
form a comprehensive description of the impacts of installation and
operation of solar power, in a variety of climates, and afford a first
picture of the impacts of solar power in forested regions.

2. Characteristics of the installation and operation of solar
power plants

Solar power plants are being developed in a wide range of loca-
tions and ecosystems, ranging from forests in England, to deserts in
California, to nearly tropical locations in Florida and elsewhere. The
environmental impacts of a solar power plant change depending on
its location. In this section we describe the relevant characteristics
of location of installation, categorized by biomes as forests, grass-
lands, desert shrublands, true deserts, and farmland. Latitudes from

0◦ to 50◦ are considered adaptable to solar power plants. Section 4
describes that the main environmental parameters affecting solar
power plants are solar insolation, biomass density, and biodiversity,
and we  focus on these parameters here. Biodiversity is measured
by species density (species ha−1), and is correlated with sunshine
and precipitation [21].

Forests require precipitation of at least 50 cm yr−1 and the
absence of sustained periods of freeze or drought [22]. Cloud cover
in forested regions commonly reduces insolation by factors of
25–50%. Vegetation height ranges from 5 to 100 m,  and rooting
depths range from 1 to 5 m,  with deeper roots occurring in drier
soils [23]. Biomass density in temperate or tropical forests ranges
from 100 to 500 Mg  C ha−1 [24], the variation due to the age of the
forest as well as tree species and local climate. Tropical rainforests
have the greatest biodiversity, as measured by species density, of
any biome on the planet, close to doubling any other location.
Multivariable regressions show that mean annual insolation and
precipitation explain 60% of the global variability of biodiversity
[21]. Important natural services provided by forests include gener-
ation of wood and pulp, mitigation of flood waters by tempering the
runoff hydrograph, filtration of pollutants from rainwater and air,
moderation of local air temperatures, creation of scenic and recre-
ational opportunities, and hosting of endangered and protected
species [25]. The only burden forests cause on local resources is
use of groundwater through evapotranspiration.

Grasslands receive between 30 and 100 cm yr−1 of precipitation.
Often they experience periods of freeze or drought that prohibit
dense populations of trees [22]. Biomass density in grasslands
ranges from 10 to 50 Mg  C ha−1 [26,27] with the majority lying
in the soil. Biodiversity is comparable to forests but usually ∼25%
less. Grasslands offer the same natural services as forests, minus
the generation of wood and pulp but with the addition of more
livestock grazing capacity.

Desert shrublands receive between 5 and 30 cm yr−1 of precip-
itation. Cloud cover is much lower than in forests or grasslands.
Biomass density is also lower, in the 10–30 Mg  C ha−1 range [28].
Surprisingly, biodiversity in desert shrublands is roughly as high
as in grasslands [29]. Desert shrublands offer the same natural ser-
vices as grasslands, but with less flood risk mitigation and grazing
capacity.

True deserts are distinct from desert shrublands, have extremely
low rainfall, i.e., less than 3 cm yr−1, and have practically zero
biomass or biodiversity [29]. Examples are the Sahara or Arabian
deserts. These locations are best suited for solar power since they
have nearly zero cloud cover, very little wildlife or biomass, low
human populations, and offer few natural services to human inter-
ests.

Our final landscape category is farmlands, which is unique
because it is manmade. Farmlands can be built in replacement of
forests, grasslands, or desert shrublands. Therefore, on farmland,
cloud coverage varies over the full range depending on location.
However, biomass is usually similar to grasslands, and biodiver-
sity is usually lower than grasslands or shrublands but higher than
true deserts. Fig. 1 summarizes the geographic parameters of top
importance, i.e., biodiversity, biomass density, and cloud cover.
The locations of installation are organized into the biomes: forests,
grasslands, desert shrublands, and true deserts. The values in the
Fig. 1 are normalized by those that occur in tropical forests, because
tropical rainforests have the greatest cloud cover, biomass density,
and biodiversity. As shown in Sections 4 and 5 of this paper, envi-
ronmental impacts of large-scale solar power installations are low
when the values of these geographic parameters are low.

Installation of solar power equipment requires removing trees,
brush, and root balls [20,30]. Photovoltaic or mirror panels are
mounted onto steel and aluminum supports ∼1 m above ground
level, either on concrete footings or by driving steel posts into the



D. Turney, V. Fthenakis / Renewable and Sustainable Energy Reviews 15 (2011) 3261– 3270 3263

Fig. 1. Geographic parameters of top importance for environmental impacts during the installation and operation are shown. Values are normalized to those in tropical
rainforests, which hold the greatest biodiversity, biomass density, and cloud cover. The error bars represent variability that occurs within a particular biome as the latitude
or  climate conditions change.

ground. The ground slope is usually kept below 5%, by grading, if
necessary. After installation of the solar panels, the vegetation is
periodically mowed to prevent shading of the panels, which limits
vegetation height to below 1 m height. Herbicides are sometimes
used instead of mowing [20]. Inverters, transformers, and collector
boxes are built for every ∼1 MWp  of panels, and sit on concrete
pads sized at roughly 5 × 5 m.  Trenching for electrical and commu-
nications cables is usually required. The power plants are currently
engineered for a lifetime of 30 years, with most projects anticipat-
ing a longer lifetime. With solar-tracking systems and solar thermal
power, the panels require washing, which uses water at a rate of
roughly 500–1000 gallons per MWp  of panels per year [31]. In a
forested environment the rainfall will likely reduce the need for
washing. Access roads, electrical equipment, and spacing interlace
the panel array, causing the power plant footprint to be ∼2.5 times
great than the area directly overlain by panels. Typically the spatial
density of commercial solar power equipment is 35–50 MWp  per
km2, i.e., 5–8 acres per MWp  [10–12].  Maintenance vehicles travel
the access roads between the panels for washing and mowing, a
few times per year during normal operation.

3. Metrics for environmental impact categories

Power generation technologies are best compared by use of LCA
methods with consistent and transparent metrics for each impact
category. A metric is the item tracked by life cycle analysis (LCA),
and comprises the physical unit of measurement, the methods of
data gathering, and the methods of data analysis. For the creation of
accurate LCA comparisons, it is crucial that metrics are as objective
and consistent as possible. Some environmental impacts have well-
defined metrics that are followed by a majority of LCA practitioners,
e.g., kg CO2-eq yr−1 for greenhouse gas emissions or decibels above
the auditory threshold for noise impacts. Other impact categories
do not have well-defined metrics or have no consensus among LCA
practitioners. For example, with wildlife and habitat impacts, there
is ongoing research on measurement methods for habitat frag-
mentation, for multiple stressors on the health of individuals, and
for risk of collapse of complex ecosystems. Similarly, some of the
impacts to human health and well-being are not well understood,
particularly those resulting from climate change, e.g., food security
or disease release. In Section 4.5 we discuss impacts to geohydro-
logical resources from large-scale power, a topic where no previous
research on environmental impact metrics is reported.

The complexity encountered with assessing wildlife and habi-
tat impacts encourages the use of proxy impact categories that are
more tractable, such as land use intensity. Land use intensity is

therefore an important impact category, but there is not yet a con-
sensus on which metrics best describe the variety of uses of and
effect on the land. An analysis of land use metrics is presented in
Section 4.2. Although metrics for impacts to ecosystems and geo-
hydrological resources are similarly underdeveloped, we avoid an
analysis of possible metrics as this is beyond the scope of this paper.
The remainder of our impact categories, have well defined metrics,
e.g., albedo effects, noise, or emissions of greenhouse gases, priority
pollutants, or heavy metals. Each of these impacts is well defined by
“midpoint” metrics, i.e., mass of the pollutant emitted per energy
production basis. Also, metrics for impacts to visual resources have
been created and managed by the U.S. Forest Service [25], the result
being a mixture of qualitative and quantitative methods. Metrics for
recreational resources have not been developed but will likely be
similar to those for visual resources.

4. Environmental impacts

4.1. Methods

To identify the environmental impacts due to installation and
operation of large-scale solar power we reviewed the published
science literature and sought expert opinion. We  organized our
findings into 32 impacts, which are described in the following sub-
sections: Section 4.2 – land use, Section 4.3 – human health and
well-being, Section 4.4 – wildlife and habitat, Section 4.5 – geo-
hydrological resources, and Section 4.6 – climate and greenhouse
gases. Each subsection holds a table that lists relevant impacts. In
the second column of these tables a description is given of the
physical effect on the measurable impact indicator that arises from
solar power displacing U.S. traditional power. In the third column
each impact is appraised in comparison to impacts from tradi-
tional U.S. electricity generation, e.g., 45% coal, 23% natural gas,
20% nuclear, 7% hydro, 1% petroleum, and 4% other renewables
[32]. This appraisal classifies the impact from solar power as bene-
ficial or detrimental. The justification for a comparative method is
that solar electricity generation capacity will displace traditional
generation capacity. A comparative approach was  also used by
the International Energy Agency’s assessment of renewable energy
technologies [33] and the National Research Council’s assessment
of wind energy environmental impacts [5].  The fourth column lists
a priority for each respective impact. Our determination of prior-
ity follows a protocol similar to that of “significance” from the U.S.
National Environmental Protection Act, 40 CFR 1508.27 [34], i.e., a
“low” priority impact does not require any mitigative action for the
project to proceed, a “moderate” priority impact warrants mitiga-
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Fig. 2. Comparisons of land use intensity metrics for large-scale solar and coal
power. The left ordinate shows land transformation, and right ordinate shows land
occupation. For both ordinates the dashed line is the average result for coal pow-
ered electricity while the solid line is the average result for solar powered electricity.
The  gray shaded areas give the range of sensitivity of the calculations as the input
parameters are varied over their possible values, as described in the supplemental
information.

tion that can be obtained at low cost or can be left semi-mitigated,
and a “high” priority impact requires mitigative action that is both
costly and required to be fully completed.

When possible we obtain quantitative results and make a
numerical comparison with traditional U.S. power generation. For
example we use this approach in the next section to compare
land use intensity of large-scale solar power plants to coal-fired
power plants. In section 4.6 we make a quantitative comparison of
CO2 emissions. We  also find previous literature that allows further
quantitative comparisons, as in the case of mercury or cadmium
emissions.

4.2. Land use

Land use intensity is an important impact because it is often
used as a proxy for other impacts. Land-use intensity may  be quan-
tified by the following metrics: (i) land area “transformation” per
unit of time-averaged power output (km2 GW−1) or per nameplate
“peak” capacity (km2 GWp−1), (ii) land area transformation per unit
of electric energy generated (km2 TW h−1), and (iii) land area “occu-
pation” per unit of electrical energy generated (km2 yr TW h−1). The
metric “transformation” focuses on the one-time action of chang-
ing the physical nature of the land, i.e., installation. Alternatively,
the metric “occupation” is a measurement of land being used for
a known period of time, defined as land area multiplied by the
length of time that the land area is held in use. The length of time
needed for the land to recover from use should be included in this
length of time. The occupation metric captures the impact from
both the installation and operation phases, whereas the transfor-
mation metric captures only the installation phase.

Here we compare land use intensity for the life-cycles of pho-
tovoltaic power and coal power. Fig. 2 shows the calculations of
land transformation and occupation as a function of lifetime of
the operation phase. Solar power plants are currently designed for
30+ years of operation. As the lifetime of a solar power plant gets
longer, the land transformation per capacity is unchanged, but the
land occupation per energy generated decreases. The coal power
life-cycle on the other hand requires mining to obtain the fuel. In
the United States 70% of produced coal is obtained by strip-mining
[35], wherein the land yields a one-time amount of coal per land
surface area. Mining for coal can be described as a land transfor-
mation per unit of energy generated (km2 TW h−1). Additionally,
since the topsoil of mined land takes several decades to restore

itself, it can be described as land occupation per unit of energy
generated (km2 yr TW h−1). Coal power also requires land for the
power plant itself, and land for railways to transport the coal from
the mine, both of which should be described with either of the
previous two sets of units. Land use for solar power, on the other
hand, does not require mining for fuel, and is often described with
units of land per rated capacity (e.g., km2 GW−1). However, to com-
pare the two life cycles, both are described herein in units of land
occupation or transformation units per energy generated. The land
occupation metric captures the most information and allows the
best comparison of solar power to coal power.

A calculation of the above metrics requires the following infor-
mation: (i) the power plant lifetime, (ii) area used for gathering
and transporting fuel, e.g., mining and railway, (iii) area used
for the generating facilities (e.g., the furnace, turbine, solar pan-
els, etc.), (iv) the land and energy required for manufacturing
the components, and (v) the recovery time of land transformed.
All input parameters and methods of calculation are described in
the supplemental text to this paper, but for example we assume
surface-mined typically transforms 0.004 km2 GW h−1 [12], and
coal power plants cover an average of 2 km2 GW−1. We  use a 73%
capacity factor for coal power [36] and capacities determined by
local irradiation for solar power plants. Recent commercial solar
power plants cover an average of 25 km2 GWp−1. Manufacturing
of photovoltaic modules typically requires ∼3 kW h Wp−1 [37]. Full
recovery of the forest following strip-mining requires 50+ years
[38–50], thus we  assume a 50-year recovery time for soil and
ecosystems to return to equivalent value or function as prior to min-
ing. Forest recovery time for a photovoltaic power plant is assumed
to average 10 years, as the disturbance is significantly lower than
for coal mining. To better understand the parameter sensitivity we
make our calculations with a range of input values as described
in the supplemental text. Fig. 2 plots the calculations for land use
metrics. The results for land transformation show parity between
solar and coal at 26 years, whereas those for land occupation show
parity at 24 years. The latter is a more informed metric since it
includes information about the recovery times of land following
disturbance. A 30-year old photovoltaic plant is seen to occupy
∼15% less land than a coal power plant of the same age. As the age
of the power plant increases, the land use intensity of photovoltaic
power becomes significantly smaller than that for coal power. The
sensitivity in the calculations, as dependent on input parameters, is
shown by the shaded belts in Fig. 2. Land transformation per plant
capacity km2 GW−1

ac show parity between solar and coal after 30
years, with a range from 27 to 40 years (data not plotted).

4.3. Human health and well-being

Table 1 lists the impacts to human health and well-being from
solar energy in forested regions. Most of the impacts are beneficial,
due to a reduction in toxics emissions arising from the combus-
tion of fossil fuels. For example, a recent study found that 49%
of lakes and reservoirs in the U.S. contain fish with concentra-
tions of mercury (Hg) above safe consumption limits [51]. Solar
power equipment releases 50–1000 times less direct Hg emissions
than traditional electricity generation, i.e., ∼0.1 g Hg GW h−1 as
compared to ∼15 g Hg GW h−1 from coal [4,52,53]. In the US, at
least 65% of the mercury deposited in lakes and reservoirs origi-
nates from burning fossil fuels [54]. Photovoltaics made with CdTe
emit ∼0.02 g Cd GW h−1 when manufactured with clean electric-
ity, which is 100–300 times smaller than emissions from coal power
generation [4,52,53]. Emissions of NOx, SO2, and many other pollu-
tants, are orders of magnitude smaller than those from traditional
power [4].  Emissions of these toxics and others, including partic-
ulates, are significant burdens on human health [55,56].  Carbon
dioxide emissions also pose risks to human health and well-being,
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Table  1
Impacts to human health and well-being relative to traditional U.S. power generation.

Impact category Effect relative to traditional power Beneficial or detrimental Priority Comments

Exposure to hazardous chemicals
Emissions of mercury Reduces emissions Beneficial Moderate Solar emits ∼30× less
Emissions of cadmium Reduces emissions Beneficial High Solar emits ∼150× less cadmium
Emissions of other toxics Reduces emissions Beneficial Moderate Solar emits much less
Emissions of particulates Reduces emissions Beneficial High Solar emits much less

Other impacts
Noise Reduces noise Beneficial Low Less mining noise; less train noise
Recreational resources Reduces pollution Beneficial Moderate Cleaner air; cleaner fishing
Visual  aesthetics Similar to fossils Neutral Moderate Solar farms vs. open pit mines
Climate changea Reduces change Beneficial High Solar emits ∼25× less g h g
Land  occupation Similar to fossils Neutral Moderate See Section 4.1

a We  discuss climate change in Section 4.6.

due to climate change and the associated effects: sea level rise,
extreme weather, food security, and socioeconomic change [57].
Fossil fuel power plants emit ∼64% of greenhouse gases worldwide
[58], and most of the remaining emissions are due to petroleum use
that can be partly replaced by electricity from clean power sources.
Assessment of the greenhouse gas emissions of solar power life
cycles are given in Section 4.6.

Impacts on aesthetics and recreational opportunities from solar
power are less clear. Recent legislation introduced in California
placed large tracts of land out-of-bounds for solar energy plants,
partly due to recreational and visual impacts, and partly for ecolog-
ical concerns [59]. The visual and recreational impacts are difficult,
to quantify but much progress has been made by the U.S. Forest
Service over the past decades toward appraising visual resources
during land development [25]. A similar approach could be used
for recreational resources. Regarding recreational resources, note
that a switch to solar power would decrease mercury deposition
on lakes and rivers, thereby improving their utility for fishing and
recreation. Mountaintop mining could also be reduced or displaced
by deployment of large-scale solar power, thereby opening vast
amounts of highland forest to recreational opportunity.

4.4. Wildlife and habitat

The impact on plant and animal life is a major hurdle for per-
mitting the construction of solar power plants. Solar projects in
the desert southwest of the United States generate controversy
regarding their disruption to wildlife and habitat, and recent envi-
ronmental impact statements have estimated impacts to wildlife
that require extensive mitigation efforts [60]. Large areas of desert
land in California may  be excluded from solar energy development
due partly to concerns for wildlife [59]. The science behind these
ecological impacts is poorly understood, mostly because these
large-scale power plants are a new technology.

The majority impact to wildlife and habitat is due to land occu-
pation by the power plant itself. The power plant is typically
enclosed by a fence [61], limiting movement by animals. Some
fences have openings to allow small animals to enter the facilities.
With or without these openings, the habitat of the land changes
significantly. Hiding spots, preying strategy, food availability will
all be affected. The soil is sometimes scraped to bare ground during
construction and kept free of vegetation with herbicide [20], while
in other cases the vegetation is allowed to grow but is mowed fre-
quently to keep it below a few feet tall. In either case, a significant
alteration to the vegetation occurs. The PV panels themselves will
cast shadows and change the microclimate, causing an unstudied
effect on vegetation.

The only quantitative study of impacts to wildlife from solar
power is that of McCrary et al. [14] who measured death of birds,
bats, and insects at the Solar One concentrating solar power tower
near Daggett, CA in desert land. Six birds per year died and hun-

dreds of insects per hour were incinerated in the intense light [14].
This impact was concluded to be low compared to other anthro-
pogenic sources of bird and insect fatality. Academic publications
contain only hypothetical analyses, and are very brief [16–19].
Several environmental impact statements give more thorough pro-
jections of the anticipated impacts. For example, environmental
impact statement for the Ivanpah Solar Electric Generating System
[60] reported that “significant impact” would occur for the threat-
ened desert tortoise, five special-status animal species, and five
special-status plants in the local area. Significant impact is a legal
term used in conjunction with the U.S. endangered species act, and
denotes the anticipated loss of an amount of habitat that will hinder
the recovery of the species. An environmental impact report pre-
pared for the 550 MWp  Topaz photovoltaic project in grasslands
and abandoned farmlands of central California found the poten-
tial for significant impact to dozens of protected animal and plant
species in the region. Through extensive mitigation efforts, funded
by the solar project itself, these anticipated impacts were reduced
to be less than significant [62]. However it should be kept in mind
that monitoring of impacts is just beginning.

The impact to wildlife will be tightly correlated to the biodiver-
sity of the land on which the power plant is built. Biodiversity, as
measured by species density, is documented most thoroughly by
the recent Millennium Ecosystem Assessment [29], which ranked
biodiversity in the world’s biomes from greatest to least as fol-
lows: tropical rainforests, tropical grasslands, deserts and xeric
shrublands, tropical/sub-tropical dry broadleaf forests, montane
grasslands and shrublands, temperate broadleaf and mixed forests,
flooded grasslands and savannas, tropical coniferous forests, tem-
perate coniferous forests, Mediterranean forests and scrublands,
boreal forests, and lastly tundra [29]. For our current paper we
use fewer numbers of biomes, which are ranked from greatest to
least biodiversity as follows: forests, grasslands, desert shrublands,
and true deserts. Sunlight and water availability can significantly
alter the biodiversity in any of these biomes, by a factor of two,
and endangered species can live in any biome. Consequently, a
customized study of the wildlife and ecosystem surrounding each
power plant is recommended as a best practice.

Although very few measurements of ecological impacts, or mit-
igation efforts, from large-scale solar projects are published, there
is a rich scientific literature for other land disturbances, such as
agriculture or suburban sprawl. Farmland management practices
have been found to have a large effect on ecological impacts.
For example, practices such as crop-rotation, rest-rotation, non-
till farming, intercropping, crop-margin habitat maintenance, and
mechanical rather than chemical weed management improve bio-
diversity and habitat quality within the cropland and on nearby
lands [63–65].  The main metric for impacts to wildlife will likely
be risk of population decline, based on computational models of
ecosystem dynamics, e.g., see [66]. An arising concept in restoration
ecology is “connectivity” of the land, i.e., how well the wildlife can
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Table  2
Impacts to wildlife and habitat of solar energy relative to traditional U.S. power generation.

Impact category Effect relative to traditional power Beneficial or detrimental Priority Comments

Exposure to hazardous chemicals
Acid rain: SO NOx Reduces emissions Beneficial Moderate Solar power emits ∼25× less
Nitrogen, eutrophication Reduces emissions Beneficial Moderate Solar emits much less
Mercury Reduces emissions Beneficial Moderate Solar emits ∼30× less
Other: e.g., Cd, Pb, particulates Reduces emissions Beneficial Moderate Solar emits much less
Oil  spills Reduces risk Beneficial High Note: BP Horizon Spill, Valdez Spill

Physical dangers
Cooling water intake hazards Eliminates hazard Beneficial Moderate Thermoelectric cooling is relegated
Birds: flight hazards Transmission lines Detrimental Low Solar needs additional transmission line
Roadway and railway hazard Reduces hazard Beneficial Low Road and railway kill is likely reduced

Habitat
Habitat fragmentation Neutral Neutral Moderate Needs research and observation
Local  habitat quality Reduces mining Beneficial Moderate Mining vs. solar farms; needs research
Land  transformation Neutral Neutral Moderate Needs research and observation
Climate changea Reduce change Beneficial High Solar emits ∼25×  less greenhouse gases

a We  discuss climate change in Section 4.6.

move across tracts of land and interact. Connectivity is a promis-
ing metric to gauge disturbance to a habitat from regional patterns
in land use [67], and will be particularly important for large-scale
solar energy development.

Recovery of the soil and ecosystem following disturbance can
require many years or decades. Coal strip mining, for example, dis-
turbs the land to such a degree that recovery takes 50–100+ years
[68], mostly because the soil takes several decades to regenerate.
The recovery following solar power production will likely occur
more quickly because less soil is removed, but this hypothesis needs
further research and primary observations.

It is important to consider that positive effects for wildlife are
possible, similar to those found in artificial reefs in marine envi-
ronments [69]. In many cases a large-scale solar power project
provides funding for mitigation actions throughout the lifetime of
the power plant, which builds potential for the project to be a ben-
efit to local wildlife rather than a burden [66]. Recent regulatory
requirements from the US-BLM and US-DOE call for extensive mon-
itoring of wildlife on solar power plant properties, and for habitat
restoration if the wildlife shows signs of stress [20]. Examples of
such benefits are elimination of invasive or overpopulating species,
construction of suitable habitat for endemic species, the exclusion
of recreational off-highway vehicles, or increased monitoring of
the state of the ecosystem. Furthermore, as noted in Section 4.2,
displacement of coal power with solar power leads to less land
occupation per kW h on time scales beyond 27 years, and also less
deposition of mercury, NOx, and sulfates [51,56].  Land use during
the life cycle of solar power is typically less hazardous than that dur-
ing the life cycle of fossil power, e.g., less mining, railway transport,
cooling water intake, and global warming potential. Table 2 sum-
marizes ecological impacts of solar power plants displacing power
generated by the traditional U.S. technologies.

4.5. Geohydrological resources

Table 3 lists anticipated impacts to geohydrological resources,
again relative to traditional power production in the United States.
Possible impacts to geohydrological resources include the erosion
of topsoil, increase of sediment load or turbidity in local streams,
reduction in the filtration of pollutants from air and rainwater, the
reduction of groundwater recharge, or the increased likelihood of
flooding [70,20]. For example, mitigation plans for storm flow sur-
face water were required for the 400 MW Ivanpah power plant in
California [60], and the U.S. BLM and DOE require [20]. If solar power
plants are built on slopes, access roads between the panels could
produce erosion similar to that seen in vineyards [71]. For example,
soil infiltration rates, runoff ratios, and evapotranspiration typically

change by factors of two or three when the native vegetation is
replaced with agriculture [72–77].  Lessons from forestry give cau-
tion to removal of trees on sloping hillsides. Recent solar power
plants in Spain are expanding into high slope terrain, 10% slopes or
greater, and rack mounting manufacturers are pushing the market
space in this direction. Forests offer many other natural services,
e.g., flood water reduction or stream bank protection. If the for-
est’s capacity to purify water is degraded then additional municipal
purification facilities may  need construction. Recent assessment of
these issues [20] finds that mitigation of these impacts are easily
achievable. However, since these assessments are based on scien-
tific projections rather than measurements, studies and monitoring
are recommended for conservation of the local hydrological and soil
resources.

4.6. Impacts on climate, and greenhouse gas emissions

A major motivation for deploying solar power is to reduce emis-
sions of carbon dioxide from traditional power generation. When
installing solar power in forested regions, this motivation needs
further research because, as mentioned earlier, trees and brush
must be removed to prevent shading of solar panels. Typically,
any plant taller than ∼0.5 m is cut or removed, and tree roots are
removed to allow posts to be driven into the ground [20]. In this
subsection we estimate the CO2 released by the removal of vegeta-
tion, and present a full life cycle CO2 emission rate for large-scale
solar power. At the end of the subsection, we discuss possible cli-
mate impacts from surface albedo and heat island effects.

The average biomass density in a forest, including soil, ranges
from 100,000 kg C ha−1 to 500,000 kg C ha−1 [24,78] depending on
age of the forest and local climate. The soil and root mass accounts
for roughly 50% of this carbon [24]. Boreal forests hold consid-
erably more carbon in soils, but we  are not considering them as
viable locations for large-scale solar technology. The removed tim-
ber, brush, and woody debris can be: (i) turned to mulch, (ii) burned,
or (iii) used as lumber for construction or in another long-lived
wood product. A portion of the third case may  be considered car-
bon sequestration. In the first two cases, a release of CO2 is made
to the atmosphere, whereas in the third case, the release of CO2
is delayed for decades or centuries. For this study we define car-
bon sequestration in the context of the 100-year global warming
potential (GWP) [79], i.e., a net transfer of carbon out of the atmo-
sphere, or net avoidance of emission to the atmosphere, for which
the transfer or avoidance persists for at least 100 years. A study
of the Oregon forestry industry found that roughly 20% of forest
biomass cut for forestry products is sequestered on long time scales
[80,81]. Studies of sawmill operations confirm this view, and show
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Table  3
Impacts to land use and geohydrological resources relative to traditional U.S. power generation.

Impact category Effect relative to traditional power Beneficial or detrimental Priority Comments

Soil erosion
During construction Less soil loss Beneficial Low Existing mitigation is sufficient
During routine operation Unknown Unknown Moderate Needs research and observation

Surface water runoff
Water quality Improves water quality Beneficial Moderate Needs research and observation
Hydrograph timing Unknown Unknown Low Needs research and observation

Waste  management
Fossil fuels waste spills Eliminates waste stream Beneficial Moderate Solar avoids fly ash spills and oil spills
Nuclear waste stream Eliminates waste stream Beneficial High Solar avoids need for waste repositories

Groundwater
Groundwater recharge Unknown Unknown Moderate Needs research and observation
Water  purity Improves water quality Beneficial Moderate Needs research and observation

more than 50% of roundwood is lost as waste at the sawmill or
put into short-lived products such as paper [82,83]. For our present
analysis we assume that between 25% and 50% of the deforested
carbon is sequestered or is used in products that offset emissions
elsewhere, and the remaining 50–75% becomes a new emission of
CO2 to the atmosphere. These same numbers also cover the sce-
nario that the cut vegetation becomes firewood, in which case we
assume that 25–50% of the deforested carbon displaces firewood
production from elsewhere.

The removal of the forest changes the land’s natural carbon
sequestration rate. Understanding of the sequestration rate is
improved due to recent radiocarbon measurements [84,85],  mea-
surements of the volume of wood in lumber and other forest
products [86,87], and observations of ecosystem chronosequences
[24]. The studies show the net exchange of carbon with the
atmosphere to follow these phases: (i) carbon emission to the atmo-
sphere occurs for the first 10–20 years following deforestation due
to respiration of unsupported soil matter, at a rate of 400–2000 kg
C ha−1 yr−1 [85,88], (ii) carbon sequestration occurs for the sub-
sequent ∼75 years due to growth of trees and soil horizons, at
a rate of 500–3000 kg C ha−1 yr−1 [85,86,88],  (iii) a reduction to
near zero net carbon exchange sets in after the forest age reaches
past ∼100 years age, to rates of ±20 kg C ha−1 yr−1 [85,89–91].  The
range in these numbers is due to differing forest species and forest
climate conditions. Recent publications suggest roughly half of the
sequestered carbon is quickly returned to the atmosphere via rivers
and lakes [92–94]. If a solar power plant is operating on the land
then the trees and biomass cannot produce the middle stage of high
sequestration, because the vegetation is continually trimmed and
the clippings are oxidized back to the atmosphere. For our present
study we assume the land will emit carbon for the first 15 years at
400–2000 kg C ha−1 yr−1, then subsequently drop to zero net emis-
sions for the remainder of the power plant lifetime. At the power
plant’s end-of-life, the solar power facilities are removed and the
land may  reforest, allowing carbon sequestration, but we do not
account for these carbon flows in our present study because they
occur many decades in the future.

We calculate the emissions of CO2 per kW h of delivered elec-
tricity. To accomplish this we assumed that the solar power plant
operates for 30 years, under insolation of 1700 kW h m−2 day−1,
with module conversion efficiency of 13%, a performance ratio of
80%, a land to GWp ratio of 20 km2 per GWp, and a degradation
rate of 0.5% per year in the module’s performance. These num-
bers are typical for LCAs of CO2 emissions from solar power [4],
and give ∼72 GW h km−2 yr−1 as time-averaged generation for the
plant. Emissions of CO2 from the remainder of the life cycle of solar
power are 16–40 g CO2 kW h−1 for 1700 kW h m−2 yr−1 insolation
[4,6–8], A description of the calculations of CO2 emissions per kW h
is given in this paper’s supplementary text. The results, which are
summarized in Table 4, show the following: (i) the avoidance of
∼650 g CO2 per kW h of delivered electricity (average U.S. power

emissions from Kim and Dale [95] and the DOE  [96]), (ii) the emis-
sion of between 0 and 36 g CO2 kW h−1 due to the initial removal of
vegetation, iii) the emission of between 0 and 2 g CO2 kW h−1 during
the 10 years following deforestation, (iv) the emission of between
0 and 9 CO2 kW h−1 due to the loss of the forest’s natural seques-
tration, and (v) the emission of 16–40 g CO2 kW h−1 due to the
life-cycle of the solar system excluding vegetation considerations.
The net emission results in Table 4 shows that solar power is still a
very low carbon alternative to traditional U.S. power generation.

Methane and nitrous oxide are also important greenhouse gases
released by coal power plants. For comparison, the radiative forcing
of CO2, methane, and nitrous oxide, respectively, are 1.7, 0.5, and
0.2 W m−2 [79], and fossil fuel combustion contributes 73%, 27%,
and 8% of the respective amounts [97]. Emissions of CH4 and NO2
from the life cycle of solar power in forests are likely to be much
lower than from fossil fuels, suggesting another GHG benefit for
switching electricity generation from fossil to solar power.

Land use affects local climate, microclimate, and surface tem-
peratures, e.g., urban heat islands exist near metropolitan areas.
Solar panels have low reflectivity and convert a large fraction of
insolation into heat, which leads to concern that they may  affect
global or local climate. Nemet [15] investigated the effect on global
climate due to albedo change from widespread installation of solar
panels and found the effect to be small compared to benefits from
the accompanying reduction in greenhouse gas emissions. Nemet
did not consider local climates or microclimates.

Table 5 lists the environmental impacts from solar energy in
forested regions. The presence of the forest affects most of the
impacts, particularly the CO2 emissions. Field research is needed to
establish the effect of the power plant on local climate and micro-
climates.

5. Net environmental impact

We aggregated the information in Section 4 to produce the net
environmental impacts of large-scale solar power displacing grid
electricity. Considering Tables 1–5,  the following observations are
made: (i) twenty two  of the thirty two  net impacts are beneficial,

Table 4
Emissions of CO2 from the life cycle of large-scale solar power.

Carbon dioxide emissions (g CO2

kW h−1)

Best case Worst case

Loss of forest sequestration +0.0 +8.6
Respiration of soil biomass +0.0 +1.9
Oxidation of cut biomass +0.0 +35.8
Other phases of the life cycle +16.0 +40.0

Total emissions of solar +16.0 +86.3
Fossil fuel emissions avoidance −850.0 −650.0

Total including avoidance −834.0 −563.7
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Table  5
Impacts to climate change from solar power, relative to traditional U.S. power generation.

Impact category Effect relative to traditional power Beneficial or detrimental Priority Comments

Global climate
CO2 emissions Reduces CO2 emissions Beneficial High Strong benefit
Other  GHG emissions Reduces GHG emissions Beneficial High Strong benefit
Change in surface albedo Lower albedo Neutral Low The magnitude of the effect is low

Local  climate
Change in surface albedo Lower albedo Unknown Moderate Needs research and observation
Other  surface energy flows Unknown Unknown Low Needs research and observation

Fig. 3. Summary of the aggregate impact of solar power in forested environments
compared to traditional U.S. power generation.

seven of which have high priority, twelve of which have moderate
priority, and three of which have low priority, (ii) four of the thirty
two net impacts are neutral, three of which have moderate priority
and the remaining one has low priority, (iii) none of the net impacts
were detrimental relative to traditional power, and (iv) the final
six net impacts need further research before they can be classified.
Fig. 3 presents these results graphically. In “true desert” regions
the benefits of solar power would be more intense, and many of the
net impacts would change from neutral (or unknown) to beneficial.
These desert locations have the additional benefit that wintertime
power generation is considerably stronger than in cloudier, or more
polar, locations.

6. Conclusions

We identified and appraised the environmental impacts of
large-scale solar power plants. Solar technology is concluded to be
much preferable to traditional means of power generation, even
considering wildlife and land use impacts. We  identified 32 envi-
ronmental impacts for solar power plants, and found that 22 are
beneficial relative to traditional power generation, 4 are neutral,
none are detrimental, and 6 need further research. All high-priority
impacts are favorable to solar power displacing traditional power
generation, and all detrimental impacts from solar power are of low
priority. We  find the land occupation metric to be most appropriate
for comparing land use intensity of solar power to other power sys-
tems, and find that a solar power plant occupies less land per kW h
than coal power, for plant lifetimes beyond ∼25 years. The land
transformation rate of solar power is lower than that of coal power
for plant lifetime’s beyond ∼27 years. When comparing deploy-
ment of solar power plants in forests to that in grasslands or deserts,
there are clear differences. Our calculations shows solar power in
forested regions will release significantly more CO2 than in desert
regions, by a factor of 2–4, with a total emission of between 16
and 86 g CO2 kW h−1, due mainly to clearing of vegetation to make
room for the solar power plant but also partly to the reduced inso-

lation in forests due to clouds. All of the environmental impacts
per kW h are heightened by the lower insolation in cloudy or high-
latitude regions, because less kW h of electricity is generated from
the life cycle of the power plant. Solar power plants located in
true deserts, and other locations where solar insolation is intense
and wildlife is absent, have the most beneficial environmental
impact.
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Despite license plates proclaiming it as the “dairy state,” 
Wisconsin is the top cranberry producing state in the nation. Cranberry 
operations are unique in that they are agricultural operations that 
require vast quantities of water. Water discharged to lakes, wetlands, 
and rivers through ditches and canals during the production process 
can contain the phosphorus fertilizers and residues of pesticides that 
were applied during the growing season, which can cause serious water 
quality problems. Although the cranberry industry has not historically 
been subject to the Clean Water Act, cranberry bog discharges appear 
to fit squarely within the purview of the National Pollutant Discharge 
Elimination System (NPDES) program under that statute. In 2004, the 
Wisconsin attorney general filed a public nuisance lawsuit against a 
cranberry grower, alleging that the grower discharged bog water laced 
with phosphorus to the lake. However, provided that cranberry bog 
discharges do not fall within the “irrigation return flow” exemption 
from the Clean Water Act, the NPDES permit program may be a more 
cost-effective approach to addressing the water quality problems that 
can be caused by cranberry bog discharges. 
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lead, cadmiXm and anWimon\.´

ReVeaUcheUV ZiWh Whe ElecWUic PoZeU ReVeaUch InVWiWXWe (EPRI)
XndeUWook a VWXd\ foU U.S. VolaU-oZning XWiliWieV Wo plan foU end-of-life
and conclXded WhaW VolaU panel ³diVpoVal in ³UegXlaU landfillV [iV] noW
Uecommended in caVe modXleV bUeak and Wo[ic maWeUialV leach inWo Whe
Voil´ and Vo ³diVpoVal iV poWenWiall\ a majoU iVVXe.´

CalifoUnia iV in Whe pUoceVV of deWeUmining hoZ WoɾdiYeUW VolaU
panelVɾfUom landfillV, Zhich iV ZheUeɾWhe\ cXUUenWl\ go, aW Whe end of
WheiU life.

CalifoUnia'V DepaUWmenW of To[ic SXbVWanceV ConWUol (DTSC), Zhich iV
implemenWing Whe neZ UegXlaWionV, held a meeWing laVW AXgXVW ZiWh VolaU
and ZaVWe indXVWU\ɾUepUeVenWaWiYeV Wo diVcXVV hoZ Wo deal ZiWh Whe iVVXe
of VolaU ZaVWe. AW Whe meeWing, Whe UepUeVenWaWiYeV fUom indXVWU\ and
DTSC all acknoZledged hoZ difficXlW iW ZoXld be Wo WeVW Wo deWeUmine
ZheWheU a VolaU panel being UemoYedɾZoXld be claVVified aV ha]aUdoXV
ZaVWe oU noW.

The DTSC deVcUibed bXilding a daWabaVe ZheUe VolaU panelV and WheiU
Wo[iciW\ coXld be WUacked b\ WheiU model nXmbeUV, bXW iW'V noW cleaU DTSC
Zill do WhiV.
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"The WheoU\ behind Whe UegXlaWionV iV Wo make [diVpoVal] leVV
bXUdenVome," e[plained Rick BUaXVch of DTSC. "PXWWing iW aV XniYeUVal
ZaVWe eliminaWeV Whe WeVWing UeqXiUemenW."

The facW WhaW cadmiXm can be ZaVhed oXW of VolaU modXleV b\ UainZaWeU
iV incUeaVingl\ a conceUn foU local enYiUonmenWaliVWV like Whe ConceUned
CiWi]enV of FaZn Lake in ViUginia, ZheUe a 6,350 acUe VolaU faUm Wo paUWl\
poZeU MicUoVofW daWa cenWeUV iV being pUopoVed.

³We eVWimaWe WheUe aUe 100,000 poXndV of cadmiXm conWained in Whe 1.8
million panelV,´ Sean FogaUW\ of Whe gUoXp Wold me. ³Leaching fUom
bUoken panelV damaged dXUing naWXUal eYenWV ² hail VWoUmV, WoUnadoeV,
hXUUicaneV, eaUWhqXakeV, eWc. ² and aW decommiVVioning iV a big
conceUn.´ ɾ

TheUe iV Ueal-ZoUld pUecedenW foU WhiV conceUn. A WoUnado in 2015 bUoke
200,000 VolaU modXleV aW VoXWheUn CalifoUnia VolaU faUm DeVeUW
SXnlighW.

"An\ modXleV WhaW ZeUe bUoken inWo Vmall biWV of glaVV had Wo be VZepW
fUom Whe gUoXnd,"ɾMXlYane\ɾe[plained, "Vo loWV of UockV and diUW goW
mi[ed in WhaW ZoXld noW ZoUk in Uec\cling planWV WhaW aUe deVigned Wo
Wake modXleV. TheVe ZeUe Whe cadmiXm-baVed modXleV WhaW
failedɾ[ha]aUdoXV]ɾZaVWe WeVWV, Vo ZeUe WUeaWed aW aɾ[ha]aUdoXV] ZaVWe
faciliW\. BXW aboXW 70 peUcenW of Whe modXleV ZeUe acWXall\ VenW Wo
Uec\cling, and Whe Uec\cled meWalV aUe in neZ panelV Woda\."

And Zhen HXUUicane MaUia hiW PXeUWo Rico laVW SepWembeU, Whe naWion¶V
Vecond laUgeVW VolaU faUm, UeVponVible foU 40 peUcenW of Whe iVland¶V VolaU
eneUg\, loVW a majoUiW\ of iWV panelV.
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Man\ e[peUWV XUge mandaWoU\ Uec\cling. The main finding pUomoWed
b\ɾIRENA'V in iWVɾ2016 UepoUWɾZaV WhaW,ɾ³If fXll\ injecWed back inWo Whe
econom\, Whe YalXe of Whe UecoYeUed maWeUial [fUom XVed VolaU panelV]
coXld e[ceed USD 15 billion b\ 2050.´

BXW IRENA¶V VWXd\ did noW compaUe Whe YalXe of UecoYeUed maWeUial Wo
Whe coVW of neZ maWeUialV and admiWWed WhaW ³RecenW VWXdieV agUee WhaW
PV maWeUial aYailabiliW\ iV noW a majoU conceUn in Whe neaU WeUm, bXW
cUiWical maWeUialV mighW impoVe limiWaWionV in Whe long WeUm.´

The\ mighW, bXW Woda\ Uec\cling coVWV moUe Whan Whe economic YalXe of
Whe maWeUialV UecoYeUed, Zhich iV Zh\ moVW VolaU panelV end Xp in
landfillV. ³The abVence of YalXable meWalV/maWeUialV pUodXceV economic
loVVeV,´ ZUoWe a Weam of VcienWiVWV in Whe International JoXrnal of
Photoenerg\ in WheiU VWXd\ of VolaU panel Uec\cling laVW \eaU, and
³ReVXlWV aUe coheUenW ZiWh Whe liWeUaWXUe.´

ChineVe and JapaneVe e[peUWV agUee. ³If a Uec\cling planW caUUieV oXW
eYeU\ VWep b\ Whe book,´ a ChineVe e[peUW Wold The SoXth China Morning
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Post, ³WheiU pUodXcWV can end Xp being moUe e[penViYe Whan neZ UaZ
maWeUialV.´

ToVhiba EnYiUonmenWal SolXWionV Wold Nikkei AVian ReYieZ laVW \eaU
WhaW,

CaQ SROaU PURdXceUV TaNe ReVSRQVLbLOLW\?

In 2012, FiUVW SolaU VWopped pXWWing a VhaUe of iWV UeYenXeV inWo a fXnd
foU long-WeUm ZaVWe managemenW. "CXVWomeUV haYe Whe opWion Wo XVe oXU
VeUYiceV Zhen Whe panelV geW Wo Whe end of life VWage," aɾVpokeVpeUVon Wold
Solar PoZer World. ³We¶ll do Whe Uec\cling, and Whe\¶ll pa\ Whe pUice aW
WhaW Wime.´

OU Whe\ Zon¶W. ³EiWheU iW becomeV economical oU iW geWV mandaWed. ´ Vaid
EPRI¶V CaUa Libb\. ³BXW I¶Ye heaUd WhaW iW Zill haYe Wo be mandaWed
becaXVe iW Zon¶W eYeU be economical.´

LaVW JXl\, WaVhingWon became Whe fiUVW U.S. VWaWe Wo UeqXiUe
manXfacWXUeUV Velling VolaU panelV Wo haYe a plan Wo Uec\cle. BXW Whe
legiVlaWXUe did noW UeqXiUe manXfacWXUeUV Wo pa\ a fee foU diVpoVal.
³WaVhingWon-baVed VolaU panel manXfacWXUeU IWek EneUg\ aVViVWed ZiWh
Whe bill¶V ZUiWing,´ noWed SolaU PoZeU WoUld.

The pUoblem ZiWh pXWWing Whe UeVponVibiliW\ foU Uec\cling oU long-WeUm
VWoUage of VolaU panelV on manXfacWXUeUV, Va\V Whe inVXUance acWXaU\
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Milliman, iV WhaW iW incUeaVeV Whe UiVk of moUe financial failXUeV like Whe
kindV WhaW afflicWed Whe VolaU indXVWU\ oYeU Whe laVW decade.

[A]n\ mechaniVm WhaW financeV Whe coVW of Uec\cling PV modXleV ZiWh
cXUUenW UeYenXeV iV noW VXVWainable. ThiV meWhod UaiVeV Whe poVVibiliW\ of
bankUXpWc\ doZn Whe Uoad b\ VhifWing Woda\¶V gUeaWeU bXUden of µcaXVed¶
coVWV inWo Whe fXWXUe. When gUoZWh leYelV off When PV pUodXceUV ZoXld
face Uapidl\ incUeaVing Uec\cling coVWV aV a peUcenWage of UeYenXeV.

Since 2016, SXngeYiW\, BeamUeach, VeUengo SolaU, SXnEdiVon, Yingli
GUeen EneUg\, SolaU WoUld, and SXniYa haYe gone bankUXpW.

The UeVXlW of VXch bankUXpWcieV iV WhaW Whe coVW of managing oU Uec\cling
PV ZaVWe Zill be boUn b\ Whe pXblic. ³In Whe eYenW of compan\
bankUXpWcieV, PV modXle pUodXceUV ZoXld no longeU conWUibXWe Wo Whe
Uec\cling coVW of WheiU pUodXcWV,´ noWeV Milliman, ³leaYing goYeUnmenWV
Wo decide hoZ Wo deal ZiWh cleanXp.´

GoYeUnmenWV of pooU and deYeloping naWionV aUe ofWen noW eqXipped Wo
deal ZiWh an inflX[ of Wo[ic VolaU ZaVWe, e[peUWV Va\. GeUman UeVeaUcheUV
aW Whe SWXWWgaUW InVWiWXWe foU PhoWoYolWaicV ZaUned WhaW pooU and
deYeloping naWionV aUe aW higheU UiVk of VXffeUing Whe conVeqXenceV.
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The aWWiWXde of Vome VolaU Uec\cleUV in China appeaUV Wo feed WhiV
conceUn. ³A ValeV manageU of a VolaU poZeU Uec\cling compan\,´ Whe
SoXth China Morning NeZs UepoUWed, ³belieYeV WheUe coXld be a Za\ Wo
diVpoVe of China¶V VolaU jXnk, noneWheleVV.´

³We can Vell Whem Wo Middle EaVW« OXU cXVWomeUV WheUe make iW YeU\
cleaU WhaW Whe\ don¶W ZanW peUfecW oU bUand neZ panelV. The\ jXVW ZanW
Whem cheap« TheUe, WheUe iV loWV of land Wo inVWall a laUge amoXnW of
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panelV Wo make Xp foU WheiU loZ peUfoUmance. EYeU\one iV happ\ ZiWh Whe
UeVXlW.´

In oWheU ZoUdV, WheUe aUe fiUmV WhaW ma\ adYeUWiVe WhemVelYeV aV "VolaU
panel Uec\cleUV" bXW inVWeadɾVellɾpanelV Wo a VecondaU\ maUkeWV in naWionV
ZiWh leVV deYeloped ZaVWe diVpoVal V\VWemV. In Whe paVW, commXniWieV
liYing neaU elecWUonic ZaVWe dXmpV in Ghana, NigeUia, VieWnam,
BangladeVh, PakiVWan, and India haYe been pUimaU\ e-ZaVWe
deVWinaWionV.

AccoUding Wo a 2015 UniWed NaWionV EnYiUonmenW PUogUam (UNEP)
UepoUW, VomeZheUe beWZeen 60 and 90 peUcenW of elecWUonic ZaVWe iV
illegall\ WUaded and dXmped in pooU naWionV. WUiWeV UNEP:

Unlike oWheU foUmV of impoUWed e-ZaVWe, XVed VolaU panelV can enWeU
naWionV legall\ befoUe eYenWXall\ enWeUing e-ZaVWe VWUeamV. AV Whe UniWed
NaWion EnYiUonmenW PUogUam noWeV, ³loopholeV in Whe cXUUenW WaVWe
ElecWUical and ElecWUonic EqXipmenW (WEEE) DiUecWiYeV alloZ Whe e[poUW
of e-ZaVWe fUom deYeloped Wo deYeloping coXnWUieV (70% of Whe collecWed
WEEE endV Xp in XnUepoUWed and laUgel\ XnknoZn deVWinaWionV).´

A PaWh FRUZaUd RQ SROaU PaQeO WaVWe

PeUhapV WheɾbiggeVWɾpUoblem ZiWh VolaU panel ZaVWe iV WhaW WheUe iV Vo
mXch of iW, and WhaW'V noW going Wo change an\ Wime Voon, foU a baVic
ph\Vical UeaVon: VXnlighW iV dilXWe and diffXVeɾand WhXV UeqXiUeɾlaUge
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collecWoUV Wo capWXUe and conYeUW Whe VXn'V Ua\V inWo elecWUiciW\. ThoVe
laUge VXUface aUeaV, in WXUn, UeqXiUeɾan oUdeU of magniWXde
moUeɾinɾmaWeUialV ² ZheWheU Woda\'V Wo[ic combinaWion of glaVV, heaY\
meWalV, and UaUe eaUWh elemenWV,ɾoUɾVome neZ maWeUial in Whe fXWXUe ²
Whan oWheU eneUg\ VoXUceV.

All of WhaW ZaVWe cUeaWeV a laUge qXanWiW\ of maWeUial Wo WUack, Zhich in
WXUn UeqXiUeV UeqXiUeV cooUdinaWed,ɾoYeUlapping, and diffeUenW UeVponVeV
aW Whe inWeUnaWional, naWional, VWaWe, and local leYelV.

The local leYel iV ZheUe acWion Wo diVpoVe of elecWUonic and Wo[ic ZaVWe
WakeV place, ofWen XndeU VWaWe mandaWeV. In Whe paVW, diffeUing VWaWe laZV
haYe moWiYaWed Whe U.S. CongUeVV Wo pXW in place naWional UegXlaWionV.
IndXVWU\ ofWen pUefeUV Wo compl\ ZiWh a Vingle naWional VWandaUd UaWheU
Whan mXlWiple diffeUenW VWaWe VWandaUdV. And aV Whe pUoblem of Whe
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VecondaU\ maUkeW foU VolaU VhoZV, XlWimaWel\ WheUe needV Wo be Vome
kind of inWeUnaWional UegXlaWion.

The fiUVW VWep iV a fee on VolaU panel pXUchaVeV Wo make VXUe WhaW Whe coVW
of Vafel\ UemoYing, Uec\cling oU VWoUing VolaU panel ZaVWe iV inWeUnali]ed
inWo Whe pUice of VolaU panelV and noW e[WeUnali]ed onWo fXWXUe Wa[pa\eUV.
An obYioXV VolXWion ZoXld be Wo impoVe a neZ fee on VolaU panelV WhaW
ZoXld go inWo a fedeUal diVpoVal and decommiVVioning fXnd. The fXndV
ZoXld When, in Whe fXWXUe, be diVpenVed Wo VWaWe and local goYeUnmenWV Wo
pa\ foU Whe UemoYal and Uec\cling oU long-WeUm VWoUage of VolaU panel
ZaVWe.ɾThe adYanWage of WhiV fXnd oYeU e[Wended pUodXceU UeVponVibiliW\
iV WhaW iW ZoXld inVXUe WhaW VolaU panelV aUe Vafel\ decommiVVioned,
Uec\cled, oU VWoUed oYeU Whe long-WeUm, eYen afWeU VolaU manXfacWXUeUV go
bankUXpW.

Second, Whe fedeUal goYeUnmenW VhoXld encoXUage ciWi]en enfoUcemenW of
laZV Wo decommiVVion, VWoUe, oU Uec\cle VolaU panelV Vo WhaW Whe\ do noW
end Xp in landfillV. CXUUenWl\, ciWi]enV haYe Whe UighW Wo file laZVXiWV
againVW goYeUnmenW agencieV and coUpoUaWionV Wo foUce Whem Wo abide b\
YaUioXV enYiUonmenWal laZV, inclXding oneV WhaW pUoWecW Whe pXblic fUom
Wo[ic ZaVWe. SolaU VhoXld be no diffeUenW. GiYen Whe decenWUali]ed naWXUe
of VolaU eneUg\ pUodXcWion, and lack of Wechnical e[peUWiVe aW Whe local
leYel, iW iV eVpeciall\ impoUWanW WhaW Whe Zhole VocieW\ be inYolYed in
pUoWecWing iWVelf fUom e[poVXUe Wo dangeUoXV Wo[inV.

³We haYe a CoXnW\ and SWaWe appUoYal pUoceVV oYeU Whe ne[W coXple
monWhV,´ FogaUW\ of ConceUned CiWi]enV of FaZn Lake Wold me, ³bXW iW
haV become cleaU WhaW local aXWhoUiWieV haYe YeU\ liWWle Wechnical bUeadWh
Wo anal\]e Whe impacWV of VXch a maVViYe VolaU poZeU planW.´

Lack of Wechnical e[peUWiVe can be a pUoblem Zhen VolaU deYelopeUV like
SXVWainable PoZeU GUoXp, oU VPoZeU, incoUUecWl\ claim WhaW Whe cadmiXm
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in iWV panelV iV noW ZaWeU VolXble. ThaW claim haV been conWUadicWed b\
Whe pUeYioXVl\-menWioned SWXWWgaUW UeVeaUch VcienWiVWV Zho foXnd
cadmiXm fUom VolaU panelV ³can be almoVW compleWel\ ZaVhed oXW...oYeU
a peUiod of VeYeUal monWhV...b\ UainZaWeU.´

ThiUd, Whe UniWed NaWionV EnYiUonmenW PUogUamme¶V Global
PaUWneUVhip foU WaVWe ManagemenW, aV paUW of iWV InWeUnaWional
EnYiUonmenWal PaUWneUVhip CenWeU, ɾVhoXld moUe VWUicWl\ moniWoU e-
ZaVWe VhipmenWV and encoXUage naWionV impoUWing XVed VolaU panelV inWo
VecondaU\ maUkeWV Wo impoVe a fee Wo coYeU Whe coVW of Uec\cling oU long-
WeUm managemenW. SXch a Uec\cling and ZaVWe managemenW fXnd coXld
help naWionV addUeVV WheiU oWheU e-ZaVWe pUoblemV Zhile VXppoUWing Whe
deYelopmenW of a neZ, high-Wech indXVWU\ in Uec\cling VolaU panelV.

None of WhiV Zill come qXickl\, oU eaVil\, and Vome VolaU indXVWU\
e[ecXWiYeV Zill UeViVW inWeUnali]ing Whe coVW of Vafel\ VWoUing, oU
Uec\cling,ɾɾVolaU panel ZaVWe, peUhapV foU XndeUVWandable UeaVonV. The\
Zill UighWl\ noWe WhaW WheUe aUe oWheU kindV of elecWUonic ZaVWe in Whe
ZoUld. BXW iW iV noWable WhaW Vome neZ foUmV of elecWUonic ZaVWe, namel\
VmaUWphoneV like Whe iPhone, haYe in man\ caVeV Ueplaced WhingV like
VWeUeo V\VWemV, GPS deYiceV, and alaUm clockV and WhXV UedXced WheiU
conWUibXWion Wo Whe e-ZaVWe VWUeam. And no oWheU elecWUonicV indXVWU\
makeV being ³clean´ iWV main Velling poinW.

WiVe VolaU indXVWU\ leadeUV can leaUn fUom Whe paVW and be pUoacWiYe in
Veeking VWUicWeU UegXlaWion in accoUdance ZiWh gUoZing VcienWific eYidence
WhaW VolaU panelV poVe a UiVk of Wo[ic chemical conWaminaWion. ³If ZaVWe
iVVXeV aUe noW pUeempWiYel\ addUeVVed,´ ZaUnV MXlYane\, ³Whe indXVWU\
UiVkV UepeaWing Whe diVaVWUoXV enYiUonmenWal miVWakeV of Whe elecWUonicV
indXVWU\.´
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If Whe indXVWU\ UeVpondV ZiWh foUeVighW, MXlYane\ noWeV, iW coXld end Xp
VpaUking clean innoYaWion inclXding ³deYeloping PV modXleV ZiWhoXW
ha]aUdoXV inpXWV and Uec\cled UaUe meWalV."ɾAnd WhaW'V VomeWhing
eYeU\one can geW poZeUed Xp aboXW.

ɾ

FolloZ me on TZitter. Check oXt m\ Zebsite or some of m\ other
Zork here. 

Michael Shellenbe�ge�
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